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Abstract

Event-related potentials (ERPs) from 58 electrodes at standard EEG sites were recorded
while 14 subjects performed a delayed-matching task on normal and inverted faces. A large
and single difference between normal and inverted face processing was observed at occipito-
temporal sites about 160 ms following stimulus onset, mainly in the right hemisphere (RH).
Although the topographies indicate that similar areas are involved at this latency in
processing the two types of stimuli, the electrophysiological activity, which corresponds to
the previously described N170, was larger and delayed for inverted as compared to normal
face processing. These results complement and specify, at a neural level, previous behavioral
and divided visual field studies which have suggested that the loss of configural face
information by inversion may slow down and increase the difficulty of face processing,
particularly in the RH. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The question as to whether face and object recognition involve different processes
underlined by different neural structures, is a central concern of visual cognitive
neuroscience. Several lines of evidence from cognitive psychology (Yin, 1969;
Bruce, 1988; Tanaka and Farah, 1993), neuropsychology (Farah, 1991; Moscovitch
et al., 1997), neurophysiology (Desimone, 1991; Perrett et al., 1992) and more
recently neuroimaging studies (Sergent et al., 1992; Kanwisher et al., 1997; Mc-
Carthy et al., 1997) support the thesis of an autonomous processing system
specifically dedicated to faces. An alternative view challenges the notion of a
specialized face system and argues that general recognition mechanisms are suffi-
ciently complex and plastic to account for apparently face-specific effects obtained
with normal and brain-injured subjects (Damasio et al., 1982; Gauthier and Tarr,
1997; Gauthier et al., 1999).

According to the dominant modular view, faces are special because their recogni-
tion relies more on configural1 information than recognition of other visual objects
(Tanaka and Farah, 1993; Rhodes, 1993; Moscovitch et al., 1997). This configural
information, such as the spatial relations between different parts of the face, plays
a more important role in face processing than isolated features. Strong support for
this view comes from studies showing that vertical inversion, which disrupts the
coding of configural cues (Rhodes et al., 1993; Rhodes, 1993; Young et al., 1987),
impairs recognition of faces more than recognition of other classes of mono-ori-
ented objects. This disproportionate inversion effect has been regarded as the first
evidence for specialized face recognition mechanisms (Yin, 1969, 1970; Diamond
and Carey, 1986; Tanaka and Farah, 1993). To summarize, inversion of a face
preserves the low-level visual features but would not involve specific face configural
mechanisms (Moscovitch et al., 1997).

Studying how the human brain processes normal as compared to inverted faces
may thus be a first critical stage to the understanding of the spatio-temporal neural
networks involved in configural face processing.

Few studies have addressed directly the question of face inversion processing with
respect to its neural basis and characteristics. A recent fMRI study (Kanwisher et
al., 1998) showed a reduced activation of the ‘face fusiform area’, a right-hemi-
sphere region previously described as being face specific (Kanwisher et al., 1997),
for inverted faces but the difference between normal and inverted faces was small
and inconsistent across subjects. Moreover, subjects were scanned in two condi-
tions: a passive stimulation of both kinds of stimuli, and an active 1-back matching

1 The terms configural or holistic information are often used interchangeably in the face recognition
litterature (Tanaka and Farah, 1993; Kanwisher et al., 1997). Here, we will avoid the term holistic as it
is not clear whether the holistic information conveyed by faces refers to the canonical configuration
shared by all faces (the first order configuration, according to Diamond and Carey, 1986) or the
individual variations within the fixed configuration, termed the second order relational features (Dia-
mond and Carey, 1986). Following Rhodes (1993), the simpler term configural information will be used
throughout the paper to refer to the latter, which is the only kind of configural information that varies
between faces and used with expertise.
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task in which subjects had to press a button whenever they saw two identical
pictures in a row. The difference between normal and inverted faces was seen in all
subjects for the passive-viewing condition but was small and observed in only six
out of ten subjects for the active discrimination task. Differences in activation in the
fusiform face area and other occipito-temporal regions between upright and in-
verted faces were also observed in another recent study (Gauthier et al., 1999). This
last study also demonstrated that expertise with non-face objects leads to a
comparable difference between normal and inverted stimuli in the face area for
these objects. Also recently, Haxby et al. (1999) observed an increase of activity in
regions involved in object recognition when faces were inverted. Again, face
inversion had minimal effects on the activity in face-selective regions. The conclu-
sion of the authors was consistent with previous behavioral and neuropsychological
studies which have suggested that inverted faces leads to the recruitment of
processing ressources in the object perception systems (Moscovitch et al., 1997)

However, the low temporal resolution of the technique, especially in blocked
fMRI designs (Kanwisher et al., 1997; Gauthier et al., 1999), does not allow to
specify whether normal and inverted faces are processed differently at early stages
of visual categorization. Even at later stages of face processing, latency differences
between onset of activity for the two kinds of stimuli would not be detectable by
hemodynamic techniques such as PET or fMRI. To detect such temporal differ-
ences, one has to turn to neurophysiological studies in animals and humans. Studies
in macaque have failed to find differential response amplitudes of face-selective cells
in the infero-temporal cortex to normal and inverted faces (Perrett et al., 1988). The
same authors also first described greater response latencies to inverted faces (Perrett
et al., 1988) but they recently acknowledged this last effect may reflect an artifact
of measurement as following studies failed to replicate the latency difference
(Perrett et al., 1998). In any case, such response latency effects cannot be detected
by fMRI.

Previous event-related potentials (ERPs) studies have compared the presentation
of normal and inverted faces. Allison et al. (1994) recorded intracranial potentials
to normal and inverted faces in an epileptic patient and observed a reduced and
delayed face-specific N200 to inverted faces in the right hemisphere (RH) only. To
our knowledge, these investigations have not been extended to a sample of normal
subjects. Jeffreys (1993, 1996) observed a latency delay of the so-called VPP (‘vertex
positive potential’) defined as a face-specific potential occuring between 140 and 180
ms, when horizontal and inverted faces were presented, as compared to normal
faces. No amplitude modification with rotation of faces was observed. Only a few
subjects were recorded and no quantitative measurements or statistical analysis
were made. In one of their experiments, Bentin et al. (1996) also described a
significant latency delay of the occipito-temporal N170 for inverted faces. This
effect was not discussed in their paper. Moreover, these last studies used passive
stimulation paradigms, in which the subjects did not have to make any discrimina-
tion on the normal and inverted faces. Accordingly, these studies did not record the
electrophysiological correlate of the behavioral difference observed when processing
normal and inverted faces. The present study aims at clarifying this question by
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means of ERPs recorded on a high number of electrodes when subjects are involved
in a discrimination task on normal and inverted faces.

2. Methods

Fourteen young normal subjects (mean age: 25 years; five females; three left-
handed) took part in the experiment.

Twenty-eight different faces sharing the same face outline (chin, head, ears) but
with all different internal features (eyes, nose, mouth; see Fig. 1) were made
(Mac-a-Mug®). Every stimulus was black on a white background. Inverted versions
of the 28 faces were also prepared for the experiment. These 56 faces and 20 faces
used for the training before the experiment were displayed on a monitor using a
commercial visual stimulator (STIM, Neuroscan SCAN®). All stimuli had a size of
approximately 6×8 cm, and thus sustained a visual angle of 2.28¡ (viewing
distance=150 cm).

During the experiment, subjects sat on a comfortable chair in a dark room with
the head restrained by a chin rest and were instructed to fixate a point on the center
of the screen. Following two training blocks, subjects were presented with 28 blocks
(14 of each condition) of 28 pairs of stimuli each. The block order was the same for
all subjects. For half of them, the first block was made of normal faces while the
other half received the inverted faces first. Blocks of normal and inverted faces were
alternated.

Each trial consisted of a prime face and a target face. Each of the 28 faces
appeared once as a prime and once as a target in a given block. In total, all faces
were seen as many times, and as many times in same and different pairs. The order

Fig. 1. Stimuli and timing used in the experiment. Above: condition 1, delayed matching of normal faces.
Below: condition 2, delayed matching of inverted faces.
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of pairs for the first block of normal faces was the same as the order of pairs for
the last block of inverted faces and vice versa. Half of them were followed in the
pair by the same face while the other half were followed by a different face. Each
different pair was presented only once. Trials were presented in a random order in
each block but all subjects saw the same series of stimuli. The beginning of each
trial was signaled by a small white cross that remained on the center of the black
screen for 400 ms (see Fig. 1). Then, a black screen was displayed for 500 ms,
followed by a prime face presented in the center of the screen for 1000 ms.
Following the prime face, a perceptual mask was presented for 800, 1000, or 1200
ms, randomly. After the mask had disappeared, the target face was shown for 50
ms. The intertrial interval was set at 1550 ms (black screen). Each trial lasted thus
4500 ms on average. The very short presentation time of the target was used in
order to reinforce a high level of attention during the whole experiment and to
prevent subjects from using feature-scanning strategies and ocular saccades. More-
over, pre-testing had shown that even with such a short presentation time, subjects
can achieve a very high level of performance. The task was to decide as quickly and
as accurately as possible whether the target and prime faces were the same or not.
Subjects had to press the left (different) or right (same) key on a computer mouse
(right hand for all subjects) to indicate their choice. The whole experiment lasted
about 2.5 h, including setup of the electrode cap.

Correct response times (RTs) and percentage of errors were computed and
analyzed with Systat 5.1®. Correct responses below 200 ms and above 1200 ms were
considered as errors.

EOG was recorded bipolarly from electrodes placed on the outer canthi of the
eyes, and in the inferior and superior areas of the orbit. Scalp EEG was recorded
from 58 electrodes mounted in an electrode cap (Fig. 2). Electrode positions
included the standard 10–20 system locations and additional intermediate posi-
tions. Recordings were performed with a left ear reference. EEG was amplified with
a gain of 30K and bandpass filtered at 0.01–100 Hz. Electrode impedance was kept
below 5 kV. EEG was continuously acquired at a rate of 500 Hz and stored on disk
for off-line analyses. After removal of EEG and EOG artifacts, epochs beginning
100 ms prior to stimulus onset and continuing for 924 ms were made. They were
rereferenced off-line to a common average reference. Codes synchronized to stimu-
lus delivery were used to selectively average epochs associated with upright and
inverted target faces. This coding allowed to compute different ERP averages,
which were made for each subject. The main analyses were made on averages for
matching (‘same’ decision) trials. Only correct trials were included in averages. The
data were low pass filtered at 45 Hz and displayed off-line in the forms of
waveforms and topographical maps (Fig. 3).

Peak amplitude (mean over a 20 ms time-window around the peak with respect
to a 100 ms pre-stimulus baseline) and latencies of different components at selected
electrodes were obtained for the different conditions for each subject individually,
and were tested using paired t-tests and repeated-measures analyses of variance
(ANOVAs) with the stimulus orientation and lateralization as factors. Subtraction
maps (between grand averages and also for each subject) on each time-point of the
waveforms were also computed automatically by the Neuroscan software.
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Fig. 2. Electrode locations on the scalp.

3. Results

An advantage of normal over inverted faces was observed both in percentage of
correct responses (90.297.9% vs 82.797.7%; paired t-test: t13=11.5, PB0.001)
and correct RTs (685988 ms vs 726979: t13=5.3 PB0.001) thus confirming the
face inversion effect with a delayed-matching paradigm. Similar effects were found
for matching trials only (88.599.3% vs 79.7910.8%; t13=7.3, PB0.001; RTs:
7009106 ms vs 726994; t13=2.12; P=0.05).

Grand average ERP waveforms elicited by normal and inverted target faces are
illustrated in Fig. 3. Following stimulus onset, three clear electrophysiological
components, best described as dipolar complexes (see Fig. 3; Table 1), were
observed. The first component was the P1 (all subjects) which culminated (Oz) at
114 ms for normal faces and 117 ms for inverted faces (mean latencies) and was
characterized by a large positivity over all posterior electrodes with polarity reversal
at central and frontal sites. There was no significant difference in peak (Oz) latency
(t13=1.54 P=0.147) or voltage amplitude (t13=0.405, P=0.692) of P1 in normal
and inverted face conditions. An ANOVA with face orientation and lateralization
(O1 and O2) did not show any effect on latencies (lateralization: F1,13=2.1,
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Table 1
Latencies following stimulus onset and amplitudes of the event-related potentials components observed
during normal and inverted face processing

Latencies (ms) Amplitudes (mV)

Inverted faces Normal faces Inverted facesNormal faces

4.4693.5P1 (Oz) (N=14) 114911 117913 4.5793.4
−3.5392.4OTNa (T6) (N=13) 15698 16799 −6.0392.83
−2.9393.5 −5.0894.51OTNa (T5) (N=13) 16798157910

2.2891.56VPP (Cz) (N=13) 15798 3.2892.3617099
−0.7491.95−0.7791.45N2 (Cz) (N=11) 22499219920.5

a OTN, occipito-temporal negativity.

P=0.171; orientation: F1,13=1.364, P=0.264; interaction: F1,13=0.445; P=0.516)
and peak amplitudes (all FsB1).

Secondly, large occipito-temporal negativities (OTNs; 13 subjects) reversing
polarity at central sites (Fig. 3, vertex positivity) were observed. In two subjects, they
peaked at CB1/CB2 (Fig. 2) for both normal and inverted faces but were also large
at T5/T6 while the largest amplitudes were observed at these latter sites for the other
11 subjects. They were measured at T5/T6 for all subjects. Inter-subject variability
in terms of peak latencies (Table 1) and scalp distribution was low. The OTNs
peaked at 156 and 157 ms for normal faces (T6 and T5, respectively) and at 167 and
167.5 ms for inverted faces. The ANOVA confirmed large effects of orientation for
both latencies (F1,12=30, PB0.001) and voltage amplitudes (F1,12=22.09, P=
0.001): the latency of OTNs was longer and their amplitude larger for inverted faces
than normal faces. All other effects failed to reach a statistically significant level
(P\0.25). The OTNs peaked slightly later at Oz for inverted faces (163 and 170 ms,
respectively (see Fig. 3). The VPP peaked at Cz (Fig. 3) at 157 and 170 ms for
normal and inverted faces, respectively, and was observed for the same subjects as
the OTNs. There was also a significantly larger amplitude for the VPP observed on
inverted faces than on normal faces (t12=3.147, P=0.008). As for the OTNs, the
latency delay for inverted faces was also significant (t13=5.456, PB0.001).

A third-negative-centro-frontal component, (N2; 11 subjects; normal faces 219
ms; inverted faces: 224 ms at Cz), best observed at central sites and also reversing
polarity at posterior locations (Fig. 3) followed these laterally located potentials.
Paired t-test failed to show any significant difference between normal and inverted
faces neither in latencies (t1,10=0.77, P=0.459) nor in peak amplitude (t1,10=0.088,
P=0.932).

Fig. 4. Scalp topographies of brain activity (grand average over 14 subjects) related to normal and
inverted face processing during the time course of the occipito-temporal negativities (OTNs). Top: for
both conditions, the critical activity starts in the right hemisphere. Note the longer duration and the
larger amplitude of activity for inverted faces at the level of occipito-temporal sites, particularly in the
right hemisphere. Below: substraction maps (inverted-normal) displayed on the same time epoch as the
raw activity (top views and right hemisphere views).
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The only significant difference between ERPs recorded during normal and
inverted face processing concerned the occipito-temporal activities occurring about
160 ms after stimulus presentation. Although the topographies of OTNs were
similar for both conditions (Fig. 4), the activity was clearly delayed and larger for
inverted faces. Additional analyses were thus performed on these occipito-temporal
activities for target stimuli2.

Subtraction maps computed on grand averages on each time point showed a
large amplitude difference between normal and inverted faces which was slightly
delayed with regard to the raw activity (OTNs; Fig. 4)3. This effect was observed in
11 subjects out of the 13. The voltage amplitude difference reached −2.67 mV on
the left side and −3.79 mV on the right side (Fig. 3). Differential amplitude values
(20 ms around the peak with a latency determined on grand average subtraction
maps) were computed for each subject to perform statistical tests. The difference
was statistically significant at both sides (right (T6): t12=5.29; PB0.001; left (T5):
t12 =5.29; PB0.001) and there was a statistically significant difference between the
differential amplitudes on the two sides (t12=2.187; PB0.05), reflecting a larger
difference between normal and inverted faces on the right occipito-temporal sites
(Fig. 3). This interaction between lateralization and orientation was larger when
only right-handed subjects (10) were included in the analyses. The ANOVA
conducted on these subjects still evidenced large effects of orientation for both
latencies (F1,12=30, PB0.001) and voltage amplitudes (F1,9=12.26, P=0.007)
and also a significant interaction between lateralization and orientation for ampli-
tudes (F1,9=8.75, P=0.016) as the difference between normal and inverted faces
was significantly larger in the right than in left hemisphere. Other effects failed to
reach a statistically significant level (Ps\0.31).

We also performed a correlation analysis between the difference in RTs (normal-
inverted faces) and both the differences in peak latencies and amplitudes. This
analysis failed to find any significant correlation (latencies: T6, r=0.224, P=0.948;
T5, r=0.222, P=0.466; amplitudes: T6, r=0.324, P=0.281; T5, r=0.318, P=
0.291). An identical analysis was made on accuracy rates and revealed interesting
non-significant trends for the correlation with: T6, r=0.469, P=0.106; T5, r=
0.519, P=0.069. Behavioral effects of inversion were thus slightly associated with
differences in voltage amplitude between normal and inverted faces. The correlation
between latencies and accuracy rates was not significant (T6: r=0.314, P=0.297;
T5: r=0.213, P=0.484).

Finally, we computed the correlation between the two electrophysiological effects
observed on occipito-temporal negativities and observed a significant correlation

2 Peak latencies and amplitudes were also computed for all (‘same’ and ‘different’ decisions) target
stimuli, as well as for mismatch trials only and identical effects were obtained.

3 This delay was simply a result of the delay of about 10 ms observed between normal and inverted
faces: when the OTNs for inverted faces reach their maximum amplitude, the corresponding activity for
normal faces already decreases. Although such a latency difference between conditions might cause an
apparent voltage amplitude difference in some cases, in the present study, the raw waveforms (Fig. 3) as
well as the topographies (Fig. 4) illustrate the large amplitude difference occurring in OTNs for normal
and inverted faces.
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between the amplitude difference and the latency difference at T6 (r=0.607,
P=0.028) but not at T5 (r=0.284, P=0.347).

4. Discussion

An early and single difference between normal and inverted faces was found at
occipito-temporal sites about 160 ms following stimulus onset. This observation
strongly suggests that visual processing taking place before 160 ms are common to
normal and inverted face processing. This result could be expected as inversion does
not modify the low-level visual features of faces (Kanwisher et al., 1998).

Bilateral occipito-temporal regions activated by normal faces at around 160 ms
are also engaged during processing of inverted faces with a significant delay
(around 10 ms) and the scalp distribution of ERPs suggests that similar brain
regions are involved in processing the two types of stimuli (Fig. 4) at this latency.
However, inverted faces evoked larger activity at this latency as observed both on
occipito-temporal and central sites (Fig. 3 and Fig. 4).

The two concurrent potentials observed at central and occipito-temporal elec-
trodes in the present study have been previously observed at similar latencies
(Jeffreys, 1996; Bentin et al., 1996) and identified as the VPP and the N170,
respectively. In these studies, the amplitude of these components was larger for
faces than objects (Bötzel et al., 1995; Bentin et al., 1996; Jeffreys, 1996; Eimer,
1998) and accordingly, these activities have been described as ‘face-specific poten-
tials’ (Bentin et al., 1996; Jeffreys, 1996). Whether the VPP is the positive counter-
part of the N170 is still a matter of debate (Bötzel et al., 1995; George et al., 1996).
The present data argue for common generators of both potentials, probably located
in occipito-temporal regions where the potentials are larger with a neutral common
average reference and where face-specific activity has been observed in neuroimag-
ing studies (e.g. Kanwisher et al., 1997). To support this statement, we refer to the
high temporal synchrony between the two peaks, the absence of VPP when the
N170 cannot be detected (1 subject in the present study), and the electrophysiolog-
ical differences between normal and inverted faces that may be observed on both
potentials but not on preceding and following components (P1 and N2). However,
the VPP has usually been characterized as a ‘face structural encoding stage’
(Jeffreys, 1996) while Bentin et al. (1996) argued that the N170 should reflect the
activation of a cortical region involved in human eyes detection, as the amplitude
of the N170 was particularly large for eyes presented in isolation in this latter study.
The amplitude of the N170 was also found to be as large for distorted faces as for
isolated eyes but significantly lower for whole faces (Bentin et al., 1996). This
interpretation of a human-eye-sensitive detector has, however, been ruled out by a
recent study (Eimer, 1998) as the N170 amplitude was not affected by the presence
or absence of eyes. Rather, it was also suggested that the N170 was caused by the
structural encoding of different face components (Eimer, 1998).

In the present study, a latency delay for the N170 and its positive counterpart has
been observed when processing inverted faces as compared with normal faces. This
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result is entirely compatible with Jeffreys (1993, 1996) and Bentin et al. (1996)
observations in passive stimulations though it was not systematically analyzed and
discussed in these studies. Bentin et al. (1996) also observed a latency delay for
isolated eyes. More recently, a N170 latency delay was observed when faces without
eyes were presented (Eimer, 1998) or when subjects had to focus on the eyes of the
face to perform a task (Jemel et al., 1999). A slight scrambling of the face also
delays the occipito-temporal negativities and the VPP, though not significantly for
this latter component (George et al., 1996). Taken together, these observations
suggest that disrupting the face configuration either by modifying relationships
between features (George et al., 1996), removing one (Eimer, 1998; Jemel et al.,
1999) or many features (Bentin et al., 1996), or inverting the face (Bentin et al.,
1996; Jeffreys, 1993; the present study) delays the face-specific activity observed at
170 ms following stimulus onset in occipito-temporal regions.

This latency delay observed on face components when facial configuration
information is lacking is compatible with both functional and neurophysiological
studies.

Functionally, faces are regarded as containing two kinds of information: facial
features themselves and configuration or spatial relationships between these differ-
ent features (Sergent, 1984; Tanaka and Farah, 1993). According to the functional
model of face processing (Bruce and Young, 1986), this information is processed
first in an initial structural encoding stage, aimed at providing an invariant face
representation to higher processes devoted to face recognition or visual categoriza-
tion (such as gender decision or expression analysis). When available, configural
information is particularly important to face encoding (Young et al., 1987) and it
has been shown that a description of the overall face configuration can be quickly
obtained and be used to guide the elaboration of fine-scaled details of the various
face parts (Mermelstein et al., 1979; Bruce, 1988; Suzuki and Cavanagh, 1995).
Accordingly, recognition of the whole face or of face parts is more accurate and
quicker than recognition of an isolated feature or an inverted face (Tanaka and
Farah, 1993). In other words, the loss of configural information by inversion slows
down and increase the difficulty of facial encoding. These behavioral observations
are compatible with the quicker face-specific activity observed in occipito-temporal
regions for normal faces as compared with faces whose configuration has been
disrupted by various transformations. Additional evidence supporting this explana-
tion comes from recent ERP studies (Han et al., 1997; Proverbio et al., 1998) that
have demonstrated temporal precedence of different parieto- and fronto-central
ERP components to global processing than to local processing of non-face stimuli.

Many neurophysiological studies recorded cells in monkey infero-temporal cortex
and superior temporal sulcus that respond selectively to faces (e.g. Gross et al.,
1972; Desimone, 1991; Perrett et al., 1987). Most of these cells selectively responsive
to faces are view- and orientation-sensitive (Wachsmuth and Perrett, 1997). As
most experience of faces occurs in the upright orientation, it is suggested that more
cells in the temporal cortex become selectively tuned for the upright orientation of
the faces (Perrett et al., 1998). Moreover, there appear to be some cells responding
only to one facial region (e.g. the eyes), other cells which exhibit independent tuning



B. Rossion et al. / Biological Psychology 50 (1999) 173–189 185

to several facial parts (e.g. eyes or mouth) and some cells that respond only when
multiple features are presented simultaneously (Perrett et al., 1982). Normal faces
presented in a familiar orientation are thus likely to recruit a larger amount of cells
than any of the faces whose configuration has been modified. Previous studies by
Perrett et al. (1988) had revealed comparable response amplitudes to upright and
inverted faces but different onset latencies. However, these authors acknowledged
recently that there is no systematic variation in onset latency of responses and
viewing conditions of these cells (Perrett et al., 1998) and that previous reports of
increased response latencies to rotated images of faces may reflect an artifact
measurement. If we consider the scalp potentials to reflect the neural activity of face
cells populations in occipito-temporal cortex, how can we account then for the
quicker response activity observed in the present study when the face configuration
is normal as compared to inverted and transformed faces? Perrett et al. (1998)
hypothesize that differential timing of activity in cell populations can arise as a
result of the differential number of cells coding for various face views of face parts.
As normal faces recruit a larger amount of cells than any of the faces whose
configuration has been modified, the cumulative reponse curve (number of spikes)
to these first stimuli in a population will exceed a certain level above background
activity (a threshold) sooner than for the transformed images.

If true, this — still speculative — model does not exclude functional interpreta-
tions of the latency difference between normal and inverted faces as observed in
scalp potentials in the present study. Rather, it encompasses them in a single
neurophysiological framework. In such a model, the difference in N170 peak
latency between normal and inverted faces should have been correlated with the
difference for RTs. However, several hundreds of milliseconds and several processes
separate the occurrence of the potentials and the effective response of the subject.
This may have added variance to the data and thus ‘blurred’ any correlation effect.
Nevertheless, the origin of the differential performance for upright and inverted
faces is proposed to come from this face encoding stage reflected by the N170. The
delayed-matching task used in the present study necessitates not only encoding the
target face but also comparing it with a representation of the prime face held in
visual short-term memory. A decision is then based on this comparison and a
motor response is programmed and performed. As the difference between normal
and inverted faces is identical for matching and mismatch trials (see note iv), this
reinforces the proposition that this difference takes place at the encoding stage.

In the present study, we also observed a larger amplitude of the N170 and VPP
for inverted faces. This effect was larger for the RH, especially when only
right-handed subjects were considered. Can this effect be also accounted by the loss
of configuration when inverting faces? One could argue that the additional process-
ing of configuration occurs only for normal faces and consequently that a larger
activity, if any, should be observed for processing of normal faces. However, as
discussed above, configural information facilitates face processing, and it is also
revealed in the behavioral measures recorded in the present study. The loss of
configuration with inversion could have resulted in a selective amplification of
neural activity devoted to faces because of an increase of difficulty. In favor of the
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hypothesis that the loss of configuration by inversion causes not only a peak delay
latency, but also a larger activity, is the significant correlation between the
difference in peak latencies and the same difference for the amplitudes in the RH.
Bentin et al. (1996) also observed a non-significant trend for a larger N170
amplitude for inverted faces as compared to normal faces. A significant larger
amplitude was observed for isolated eyes in the same study and George et al. (1996)
also observed larger occipito-temporal negativities for processing scrambled faces as
compared with normal faces. In this latter study, which also used an active
discrimination paradigm, the data suggest that the occipito-temporal negativities to
scrambled faces are enhanced by the presence of an additional long lasting temporal
negativity associated with the difficulty of the stimulus processing. This explanation
is compatible with the observations of the present study, and in particular with the
observation that large behavioral effects of inversion were correlated with large
differences in voltage amplitude between normal and inverted faces, although the
correlation failed to reach statistical significance. Note also that the temporal
processing negativity described by George et al. (1996) lasts from 150 ms until at
least 350 ms whereas in our study, the larger activity for inverted faces is observed
mainly at around 160 ms and is small or non-existent at the level of the following
potential (N2, 220 ms). Thus, the temporally localized difference between normal
and inverted faces in the present study may be a result of a selective amplification
of face-specific activity because of attentional processes related to difficulty rather
than to the superimposition of a general processing negativity in temporal regions.
An alternative explanation of this larger amplitude for inverted faces may be
proposed with regard to recent fMRI evidence from Haxby et al. (1999). These
authors show that face inversion does not significantly decrease the neural activity
within face-selective regions but increases the response in ventral extrastriate
regions that respond to another visual category (houses). Thus, the larger amplitude
observed for inverted faces might be a result of the recruitment of additional
processing resources in object perception systems. Such interpretations of our
results based on fMRI studies must, however, be taken with caution as no
indication of the precise temporal course of activity in visual regions is available
from these studies.

To summarize, the present study suggests that identical functional components
and cortical regions are involved in the initial processing of normal and inverted
faces, albeit with a different timing and amplitude of activity: inverted faces are
processed slowly and require more neural activity than normal faces, at least in an
active discrimination task in which inverted faces are more difficult to process than
normal faces. This latter effect is particularly observed in right occipito-temporal
hemisphere structures. Consistent with the lateralization effects found in this study,
it has been proposed that the RH superiority for face processing may be related to
a specific or even a more general superiority for configural/holistic processing
(Hillger and Koenig, 1991). Accordingly, the RH superiority disappears when faces
are inverted, as has been demonstrated by divided visual field experiments (Hillger
and Koenig, 1991). Moreover, right brain injured patients do not demonstrate the
classical face inversion effects (Yin, 1970) and prosopagnosics, who are thought to
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have lost specific processes dedicated to face recognition, may even show better
performance for processing inverted than normal faces (Farah et al., 1995). This
last effect has been recently extended to visual objects (de Gelder et al., 1998) and
animal faces (de Gelder and Rouw, 1999). Given that the use of configural
information in face processing is a consequence of a visual expertise4 that may
apply to other categories of objects (Diamond and Carey, 1986; Bruyer and
Crispeels, 1992; Gauthier and Tarr, 1997), it would also be interesting to test
whether the neurophysiological correlate of the inversion effect observed in the
present study is specific to faces, or can be observed for other kinds of objects with
and without visual expertise. Such studies are currently in progress in our
laboratory.
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