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Abstract

Detecting brief changes of facial expression is vital for social communication. Yet, how reliably, how fast these changes are
detected and how long they are processed in the human brain remain unknown. High-density electroencephalogram (EEG)
was recorded in 18 participants presented with a neutral-expression face at a rate of 5.88 Hz (F) for 80 s. Every five faces, the
face changed expression to fear, disgust or happiness (different stimulation sequences). The resulting 1.18 Hz (F/5) EEG
response and its harmonics objectively indexed detection of a brief change of facial expression. This response was recorded
in every participant in a few minutes but was largely reduced for inverted faces, indicating that it reflects high-level
processes. Although this response focused on occipito-temporal sites, different expression changes evoked reliably distinct
topographical maps, pointing to partly distinct neural generators. These effects were also observed at a faster 12 Hz
frequency rate and a lower ratio of expression change (1/9). Time-domain analysis showed that a brief change of expression
inserted in a dynamic stimulation sequence elicits specific occipito-temporal responses between 100 and 310 ms, indicating
a rapid change detection process followed by a long integration period of facial expression information in the human brain.
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Introduction

Human faces provide a wealth of information—identity, age,
gender, emotional state and, possibly, enough information to
infer intentions. Being able to quickly read this information,
especially emotional expression, is vital for social interactions
and even survival (Darwin 1872). In particular, 6 facial expres-
sions—fear, disgust, sadness, happiness, anger, and surprise—
also known as the basic emotions (Ekman 1993) have been sug-
gested to be effectively transmitted and decoded (Smith et al.
2005), and thus universally recognized (for a meta-analysis,
Elfenbein and Ambady 2002). However, despite a wealth of
research on human processing of facial expressions (e.g.
Ekman 1993; Adolphs 2002; Brosch et al. 2009), our understand-
ing of how well and how fast the human brain detects a brief

facial expression change, i.e. from a neutral face to an expres-
sive face, and how long this novel expression is processed,
remains limited.

Despite the efficient processing of facial expressions, a com-
mon finding of behavioral studies is that some facial expres-
sions (e.g. fear, disgust, sadness) are often misclassified
(Palermo and Coltheart 2004; Calvo and Lundqgvist 2008;
Campbell and Burke 2009). Moreover, correct categorization
of these expressions drops with short presentation times (e.g.
Calvo and Lundqvist 2008, Neath and Itier 2014). For example,
poor identification of facial expressions is observed when
backward-masked images are presented for a duration less
than 20ms, with a gradual improvement for longer presen-
tations (e.g. Calvo and Lundqvist 2008; Milders et al. 2008;
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Neath and Itier 2014). Yet, response times and accuracy data in
explicit judgments of facial expressions reflect only the output
of the system. Thus, these variables can be greatly influenced
by decisional factors and do not provide clear information
regarding the ability of the human brain to detect brief changes
of facial expression. Moreover, behavioral studies are limited to
provide information about the speed at which these changes
are detected, how long they are processed, and whether the
responses to brief expression changes vary in intensity for vari-
ous categories of expressions.

One approach to clarify these issues is to measure facial
expression processing without an explicit behavioral task,
using neurophysiological measures such as event-related
potentials (ERPs, Luck 2005), which, thanks to their excellent
temporal resolution, may provide information about the speed
and time course of facial expression processing. In standard
ERP studies, images of expressive faces are presented foveally
for relatively long periods of time, ranging from 200-300ms
(e.g. Eimer and Holmes 2002; Blau et al. 2007; Wronka and
Walentowska 2011), to 1000ms (Schupp et al. 2004; Caharel
et al. 2005; Rellecke et al. 2012; Smith et al. 2013). The expres-
sive face is typically followed by a blank screen of a variable
duration during which further processing of all aspects of the
stimulus, not just the change of expression, can continue. In
these conditions, facial expressions modulate ERP components
ranging in a time window of 100ms up to 1000ms post-
stimulus onset (Eimer and Holmes 2007).

In general, while early components (i.e. 100-250 ms post-
stimulus presentation) are proposed to carry information
about differences between expressive and neutral faces (e.g.
Batty and Taylor 2003; Caharel et al. 2005; Wronka and
Walentowska 2011), the subsequent components (i.e. after
250 ms post-stimulus) appear to differentiate among expres-
sions (e.g. Luo et al. 2010; Rellecke et al. 2012, 2013). Even
though the early effects (~100ms post-stimulus) are often
attributed to rapid attentional processing of expressive faces
(Batty and Taylor 2003; Santesso et al. 2008; Wronka and
Walentowska 2011), low-level information in the images,
which is generally uncontrolled in these studies, can also
account for differential amplitudes of these components
between expressive and neutral faces (e.g. Johannes et al.
1995). As for the modulations of the late ERP components,
they are contingent on the task type or attention allocation to
the expressive faces (e.g. Krolak-Salmon et al. 2001; Eimer and
Holmes 2002, Eimer et al. 2003; Wronka and Walentowska
2011). More generally, it is fair to say that the modulation of
ERP waveforms by facial expressions is relatively weak. Hence,
it is usually not revealed at the individual subject level, and
largely inconsistent across studies, in line with the conclu-
sions of a recent review on the topic “...the major conclusion
that can be drawn from electrocortical research is that,
between 150 and 300 ms (i.e. the N170 to EPN latency range),
emotional expression is implicitly encoded as different from
neutral expression, followed by some discrimination among
the emotional faces, albeit no solid and systematic pattern
has emerged” (Calvo and Nummenmaa 2015).

This discrepancy in results across studies is not that surpris-
ing since ERPs recorded on the scalp reflect brain activation at a
system level of organization. Hence, unless different expressive
faces are coded by populations of neurons in widely separated
brain areas, there is no reason to expect consistent differences
in the absolute amplitude of an ERP component when neutral
or expressive faces are contrasted against a no-stimulus base-
line (Rossion 2014). To circumvent this issue and measure a

contrast between neutral and expressive faces, more recent
ERP studies employ a paradigm in which a deviant (expressive)
“oddball” face is presented in a stream of “standards” (neutral)
face images. The component elicited by the oddball stimuli has
been defined as a visual mismatch negativity (vMMN), arising
when the oddball input mismatches a common and expected
representation formed by the preceding stimulus sequence
(Stefanics et al. 2011; Kimura et al. 2011). Since the VMMN is a
change detection component, this type of paradigm is poten-
tially better tailored at detecting changes of expression, measur-
ing the differential response to expressive faces in comparison
to other images rather than the general or absolute response of
the system to facial images with various emotional expres-
sions. Yet, even though the vVMMN is observed around 200-
400 ms post-stimulus onset over parieto-occipital and occipito-
temporal and more rarely over fronto-central sites (Kimura
et al. 2011), it is also highly variable across individuals and
studies, making it difficult and somewhat subjective to define
the presence of a vMMN and quantify it in individual partici-
pants. As an illustration of the low consistency across studies,
VMMN to happy expression compared to neutral images has
been reported at various time windows: 110-360 ms (Zhao and Li
2006), 120-220 and 220-320 ms (Chang et al. 2010), and 150-180
and 280-320ms (Astikainen and Hietanen 2009) over occipito-
temporal sites. This low consistency is partly due to the low
signal-to-noise ratio (SNR) of standard ERP measures, exacer-
bated by the low frequency of oddball stimuli (i.e. 10-20%),
requiring averages of many trials from a long recording duration
to obtain typical responses.

Finally, and most importantly for the goal of the present
study, in typical oddball paradigms generating the vVMMN com-
ponent, although face stimuli are presented for short durations
(e.g. 100-200ms), they are not backward-masked, and inter-
stimuli intervals are fairly long—at least 300 ms (Zhao and Li
2006) but more often about 500ms (e.g. Astikainen and
Hietanen 2009; Li et al. 2012; Stefanics et al. 2012; Astikainen
et al. 2013) which allows further processing of all aspects of the
stimuli. Thus, despite their high interest, these studies do not
measure the human brain’s detection of brief changes of facial
expression, do not provide information about how fast these
changes are detected and how long they are processed, and
whether the responses to brief expression changes vary in
intensity and spatio-temporal signatures for various categories
of expressions.

Here we addressed these outstanding issues using a recently
developed approach termed Fast Periodic Visual Stimulation
(FPVS, Rossion 2014) in electroencephalography (EEG). FPVS is
based on the long-standing observation that the human brain
synchronizes its activity to the periodic rate of a flickering
stimulus (Adrian and Matthews 1934) a periodic response that
has been defined as a “Steady-State Visual Evoked Potential”
(SSVEP, Regan 1966; Norcia et al. 2015 for a review). Traditional
SSVEP research consists in repeating the exact same stimulus,
usually a low-level visual stimulus (gratings, luminance flicker,
etc.) or even a complex image such as an expressive face (e.g.,
Wieser and Keil 2014) at a high frequency rate (i.e.,, 10 Hz or
above). Most recently, Rossion and Boremanse (2011) showed
that changing a high-level visual property, i.e. face identity, at
a rapid periodic frequency of stimulation (3-9 Hz, Alonso-Prieto
et al. 2013), allows measuring the response of the system to
this property with great sensitivity by concentrating all of the
response at this specific stimulation frequency rate. The term
“FPVS” is preferred here to the term “SSVEP” because FPVS
refers to the approach rather than the type of EEG response
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expected (Rossion, 2014). Even though is is widely used, the
term SSVEP is loaded and more ambiguous, since there are dif-
ferent definitions of what is a SSVEP as opposed to a standard
ERP response (e.g., Regan 1966; Heinrich 2010; Norcia et al.
2015). Here we do not make any assumption regarding the type
of EEG response targeted and obtained. Moreover, with fre-
quency rates between 3 and 9 Hz, adaptation decreases the
“steadiness” of the periodic EEG response to complex stimuli
such as faces (Rossion and Boremanse 2011; Nemrodov et al.
2015), so that using the term “SSVEP” in the context of repeated
stimuli as used here does not seem fully appropriate. In the
most recent studies, this approach has been extended to a fast
periodic “oddball” stimulation sequence in which a deviant
face stimulus is introduced periodically within a sequence of
standard stimuli presented at a fast periodic rate (Liu-Shuang
et al. 2014). The deviant stimuli elicit a response measurable in
the frequency domain if and only if they are discriminated
from the base stimuli and provide a common (i.e. generalized)
discrimination response. This oddball FPVS approach has
demonstrated its sensitivity to high-level visual processes in
adults, in particular for discrimination of different facial iden-
tities (Liu-Shuang et al. 2014; Dzhelyova and Rossion 2014a;
2014b).

Compared to a more traditional ERP approach, the FPVS-EEG
oddball paradigm provides a robust visual discrimination
response that can be identified objectively (i.e. at an experi-
mentally predefined frequency), quantified directly, and with-
out post hoc comparison—i.e. subtraction—of a response
evoked by a standard and a deviant stimulus as in the vMMN
approach. Moreover, the base stimulation rate can be quite fast
—typically about 6 faces/s—allowing the collection of many
discriminative responses in a short amount of time, and
putting the system under tight temporal constraints: a change
of facial expression, as measured in the present study, appears
for less than 170ms, in between 2 neutral faces that act as
forward and backward masks (Alonso-Prieto et al. 2013; see
Fig. 1 and Supplementary Movies 1-3 here). This duration
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corresponds to one gaze fixation maximum, testing for the dis-
crimination of brief changes of facial expression at a single
glance. All of these characteristics make this approach poten-
tially invaluable to define and quantify the human brain’s sen-
sitivity to detect brief changes of facial expressions, as well as
the spatio-temporal signature of this detection from neutral
faces for various expressive changes: here, happy, fearful, and
disgusted faces.

Experiment 1
Methods

Participants

Eighteen participants (7 males, mean age = 23.16, SD = 3.36,
range = 20-35, all right-handed) provided signed and informed
consent and were paid for their participation in the experi-
ment, which was approved by the ethical committee of the
University of Louvain. They reported normal or corrected-to-
normal vision. None of the participants reported any history of
psychiatric or neurological disorders.

Stimuli

Eight individuals (4 males) from the Karolinska Directed
Emotional Faces (AF01, AF11, AF15, AF29, AM01, AM06, AM14,
AM35, Lundqgvist et al. 1998) were selected. For each individual,
a neutral expression and the corresponding fearful, disgusted,
and happy expressions in full front images were used. These
expressions were chosen due to their high evolutionary signifi-
cance and key role in motivating behavior (e.g. Marsh et al.
2007; Shariff and Tracy 2011; Tybur et al. 2013). The background
of the images was replaced by a gray color (128/255, 128/255,
128/255). Image size was set to a height of 210 pixels x 290 pix-
els, 548° and 6.90° at 1m viewing distance. Mean pixel
luminance of the faces, excluding the pixels defined as the
background mask, was equalized during stimulus presentation.

FEAR

DISGUST

HAPPINESS

— 5.88 Hz
------- 118 Hz

0.17 0.34 0.51

0.85 1.02 1.19 TIME (S)

Figure 1. Experimental design. (A) Facial stimuli: neutrally expressive faces are presented sequentially at a fast rate (5.88 Hz, 170 ms stimulus onset asynchrony (SOA),
1 fixation/face) with every fifth face being an expressive face (same identity), displaying one of the emotions (fear, disgust, happiness). A stimulation sequence lasts
84s (80s stimulation and 2s of fade in and fade out). (B) Stimulation: as in previous studies (e.g. Liu-Shuang et al. 2014), faces are sinusoidally contrast-modulated
over time at the rate of 5.88 Hz. Note that there are 2 embedded frequencies: 5.88 Hz—base frequency and 1.18 Hz—oddball frequency.
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Procedure

The procedure was similar to a recently reported study with a
fast periodic oddball paradigm on face identity (Dzhelyova
and Rossion 2014a). The number of conditions is 6: 2 orienta-
tions (upright or inverted) and 3 emotional expressions (fear,
disgust, and happiness). Each condition was repeated only 4
times (2 female and 2 male identities), resulting in 24
sequences. The choice of identities for each sequence was
counterbalanced across participants. For each sequence one
individual with a neutral expression (base face) was selected
and the corresponding image with one of the emotional
expressions was used as an oddball stimulus. Each sequence
started with a variable duration of 2-5s of a blank screen, 2s
of gradually fading in of the stimuli presentation, followed by
80s of stimulation sequence and 2 s of gradually fading out of
the stimuli. Sequence order was randomized. To avoid low-
level repetition effects, the size of the images was randomly
varied between 90% and 110% (4.93° and 6.21°, and 6.28° and
7.58° of visual angle, respectively, for the 2 extreme cases) at
every stimulation cycle. When tested for face identity
changes, this 20% image size change gives rise to a large odd-
ball response that is not contaminated by low-level visual
cues (Dzhelyova and Rossion 2014b). In addition to the size
change variation, to minimize low-level effects, we included a
control condition in which we presented inverted faces.
Inversion preserves image-based cues but impairs high-level
(rapid) processing of faces, including facial expression pro-
cessing (e.g. Prkachin 2003; Calvo and Nummenmaa 2008;
Derntl et al. 2009; Bombari et al. 2013).

The stimuli were presented on a CRT 17-in. (43-cm) moni-
tor controlled by a computer. The facial images were dis-
played at a rate of 5.88Hz (i.e. 5.88 images/s) with the
constraint that every fifth face, the same individual but with
an emotional expression (e.g. happy Anappy) Was presented,
thus reSUlﬁng in a sequence AneutralAneutralAneutralAneutralAhappy
AneutralAneutralAneutralAneutralAhappy (See also Flg 1; Supplementary
Movies 1-3). Images were presented through sinusoidal contrast
modulation (0-100%) using Psychtoolbox 3.0.9 for Windows in
Matlab 7.6 (MathWorks Inc.) (e.g. Liu-Shuang et al. 2014; see
Fig. 1). Thus, each pixel of the images reached the full luminance
value of the face stimulus after half a cycle, approximately
85ms after stimulus onset ((1000/5.88)/2). A practical advantage
of the sine mode of stimulation is that it is a smoother stimula-
tion mode than square wave stimulation and it is defined with a
single parameter (stimulus onset asynchrony (SOA) or rate).
Another advantage is that the visual stimulation is present
almost all the time, thus giving a continuously changing percept.

To measure the discrimination response to emotional
expression, only frequencies corresponding to the frequency
when the expressive faces appeared were considered, namely
5.88 Hz/5 = 1.175 Hz, rounded to 1.18 Hz. As a result, EEG ampli-
tude at precisely this frequency (F/5 = 1.18 Hz—the oddball fre-
quency) and its harmonics (i.e. 2F/5 = 2.352 Hz, 3F/5 = 3.528 Hz,
4F/5 = 4.704Hz, rounded to 2.35Hz, 3.53Hz, and 4.70Hz,
respectively) was used as an index of emotional expression
discrimination.

Participants were seated in a dimly lit room with 1 m view-
ing distance to the screen. They were instructed to respond
when they noticed a color change of the fixation cross. The fix-
ation cross was presented in the center of the face stimuli, just
below the eyes and briefly (300 ms) changed color from black to
red 10 times within every sequence. This orthogonal task
guaranteed that the respondents were attentive. At the end of
the experiment, participants were asked to complete a short

questionnaire, examining if they noticed anything about the
faces and if so to specify what it was. Although everyone except
one participant noticed that expressive faces appeared during
the stimulation, they did not realize that the change of expres-
sion happened periodically.

Complementary Behavioral Experiment (Explicit Detection of
Changes of Expression)

In order to ensure that participants were able to explicitly rec-
ognize the changes of expression despite the relatively fast
presentation of the stimuli, a behavioral task was performed
after the completion of the EEG recording. In this complemen-
tary experiment, participants had to explicitly detect each
change of the facial expression (e.g. neutral to happy), which
appeared non-periodically, 20 times in total during each 84s
sequence. Similarly to the EEG experiment, faces were pre-
sented at 5.88 Hz and in each sequence the oddball faces dis-
played only one of the expressions (fear, disgust, or
happiness).

EEG Acquisition

Electroencephalographic (EEG) activity was recorded using a
BIOSEMI Active-Two (common mode sense active electrode and
driven right leg passive electrode) amplifier system with 128
Ag/AgCl electrodes. Vertical eye movements were recorded
with 2 electrodes positioned above and below the right eye.
Horizontal eye movements were recorded with electrodes
placed at the corner of each eye. EEG and electrooculogram
recordings were sampled at 512 Hz.

EEG Analysis

Preprocessing. All EEG processing steps were carried out using
Letswave 5 (http://nocions. webnode.com/letswave), and
Matlab 2012 (The Mathworks). The continuously recorded data
were cropped into 86-s segments (4 s before and 2 s after each
stimulation sequence) and was then bandpass filtered at
0.1-100 Hz (Butterworth filter, fourth order). The data were
then resampled to 250 Hz to save disk space and reduce com-
putational load. For 3 participants who blinked on average
above 0.44 times/s (average number of blinks across partici-
pants = 0.13, SD = 0.16), blinks were corrected by means of
independent component analysis (ICA) using the runica algo-
rithm (Bell and Sejnowski 1995; Makeig et al. 1996), as imple-
mented in EEGLAB. This algorithm outputs a square mixing
matrix in which the number of components corresponds to
the number of channels. For each of these 3 participants, only
the first component, accounting for most of the variance,
representing vertical eye movements was removed. Next,
noisy or artifact-ridden channels were re-estimated using lin-
ear interpolation of the 3 nearest spatially neighboring elec-
trodes (not more than 5% of the electrodes, on average across
participants 1.3 electrodes were interpolated). All data seg-
ments were re-referenced to a common average reference.

Frequency-domain analysis. Preprocessed data segments were
cropped down to an integer number of 1.18Hz cycles
beginning immediately after the fade in, until approximately
81.94s (~80s, 94 cycles, 19986 time bins in total). Data were
averaged in the time domain, separately for every condition:
Orientation (Upright; Inverted) and Facial Expression (Fear;
Disgust; Happiness) for each participant. A fast fourier
transformation (FFT) was then applied to these averaged seg-
ments and amplitude spectra were extracted for all channels.
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The FFT transformation yielded a spectrum ranging from 0 to
250Hz with a high spectral resolution of about 1/80s, i.e.
0.0125 Hz.

To assess the significance of the responses at different har-
monics, Z-scores were calculated on the FFT grand-averaged
data pooled across all electrodes for each condition. Z-scores
were computed as in previous studies, using the mean and
standard deviation of the 20 frequency bins surrounding the
frequency of interest (excluding the immediately neighboring
bin and the 2 most extreme values, e.g. Liu-Shuang et al. 2014).
Harmonics were considered as significant until the mean Z-
score across all conditions was no longer above 1.64 (P < 0.05,
one-tailed, for testing signal above noise) for 2 consecutive har-
monics. Based on this criterion, the oddball response was
quantified as the sum of the oddball harmonics until the 14th
harmonic (i.e. 14F/5 = 16.46 Hz), excluding harmonics corre-
sponding to the base rate frequency F = 5.88 Hz and its second
harmonic (2F = 11.76 Hz). The response at the base frequency
rate, which reflects the synchronization of the visual system to
the stimulation and represents the overall response to the
alternation of the gray background and the facial images, was
quantified as the summed response of the base rate and its fol-
lowing 2 harmonics: 2F = 11.76 Hz and 3F = 17.64 Hz.

Since the response at a particular EEG frequency reflects
the overall noise level and the signal unique to the stimulus
presentation, 2 measures to describe the response—SNR and
baseline-corrected amplitudes—were used. SNR is expressed
as the amplitude value divided by the average amplitude of
the 20 surrounding frequency bins (10 on each side, excluding
the immediately neighboring bin and the 2 most extreme
values, e.g. Liu-Shuang et al. 2014; Dzhelyova and Rossion
2014a). SNR spectra were used for data visualization, since the
harmonic responses at high frequency ranges may be of small
amplitude but with a high SNR. Combination of oddball har-
monics (i.e. F/5 = 1.18 Hz, 2F/5 = 2.35 Hz, etc.) was made by first
applying a baseline-correction to the amplitude by subtracting
the average noise level of the surrounding 20 bins and then
summing the baseline-corrected amplitudes for the significant
harmonics of the oddball frequency. This procedure has the
advantage that the response is expressed in amplitude (uV) in
order to combine (i.e. sum) the oddball harmonics for a quan-
tification of the overall oddball response (Dzhelyova and
Rossion 2014a). Grand-averages of the SNR and baseline-
corrected amplitudes were computed for each condition and
electrode separately.

Based on several previous studies using a similar paradigm
(Liu-Shuang et al. 2014; Dzhelyova and Rossion 2014a, 2014b)
and on inspection of the topographical maps, analysis of the
base rate frequency (5.88Hz and its harmonics), although it
was not the main goal of the present study, focused on 3
regions of interest: medial occipital (around Oz), and lateral
occipital (around PO7 and PO8 for left and right hemisphere,
respectively). Since this is the first study with a FPVS approach
on facial expression discrimination, oddball responses, index-
ing the detection of a change of expression, were first consid-
ered over the whole scalp based on grand-averaged data for
each expression change in upright orientation.

Brain topographical analysis. Visual inspection pointed to scalp
topographical differences among the 3 facial expression
changes. The response to a change from neutral to happy
expression was characterized by a more dorsal distribution
over posterior electrode sites than the responses to a change

from neutral to fearful or to disgusted faces. The change from
neutral to disgusted faces was characterized with a more anter-
ior temporal scalp topography than the change to fearful faces.
To quantitatively evaluate these topographical differences,
individual baseline-corrected FFT spectrum data for each facial
expression in upright and inverted orientation was normalized.
For each participant, the baseline-corrected spectrum for each
condition was first scaled by dividing the value at each elec-
trode by the scalp-wide root-mean-square value (i.e. the square
root of the sum of squares for all 128 electrodes) (McCarthy and
Wood 1985). These normalized amplitudes were then summed
for the significant harmonics and evaluated with repeated
measures ANOVA with Facial Expression (Fear, Disgust,
Happiness) and Electrode separately for 2 scalp halves: anterior/
frontal and posterior. The scalp was split through the midline
and the 66 anterior/frontal electrodes formed the anterior/
frontal half while the remaining 62 electrodes formed the pos-
terior half. Importantly, an interaction between Facial Expression
and Electrode would indicate differences between the topo-
graphical distributions, thus hinting at partly distinct neural
generators of the observed scalp response.

In addition, a decoding approach was used to evaluate if
potential differences in the spatial organization of the neural
sources generating scalp responses across the different emo-
tions were present. Decoding was performed in each subject
and classification performance was averaged across subjects.
An average of 3 sequences was used as a training set while the
remaining last sequence was used as a test set for the classifier.
All possible combinations across the sequences were evalu-
ated, so that the classifier performance per condition for each
participant can range between 25% and 100% accuracy. To
avoid general amplitude differences across electrodes driving
decoding performance, the classification was performed on the
normalized baseline-corrected amplitudes. We then use a
winner-take-all maximum correlation classifier, which predicts
the category of the test sequence based on the highest correl-
ation between the topography of the test sequence and the 3
training topographies (fear, disgust, and happiness).

Time-domain analysis. Time-domain analysis was performed to
visualize the shape of the periodic changes time-locked to the
oddball stimulus, and estimate the speed and time course of
facial expression changes. Preprocessed and re-referenced data
were low pass FFT filtered at 30 Hz with filter width of 1Hz. A
FFT notch filter with 0.1 Hz width selectively removed the dom-
inating base frequency, 5.88 Hz, and its harmonics (i.e. 11.76 Hz,
etc., see Dzhelyova and Rossion 2014a). The first and last 2 s of
the sequence corresponding to the fade in and fade out were
excluded. Overlapping stimulus locked epochs were segmen-
ted, lasting for an overall duration of 2000 ms (12 cycles of the
base rate locked to an oddball presentation). For each sequence,
94 epochs were available per repetition for each condition
(94 oddball images x 850 ms per cycle = 79 900 ms). Epochs with
channels amplitude above + 100 uV were rejected. On average,
298 epochs were available with no significant differences across
conditions (Orientation, F(1, 17) = 0.59, P = 0.81; Facial Expression,
F(2, 34) = 1.13, P = 0.34), or the interaction between Orientation
and Facial Expression, F(2, 34) = 1.70, P = 0.20. These epochs were
averaged for each participant and baseline corrected by sub-
tracting the signal within the 170ms pre-stimulus presenta-
tion, corresponding roughly to 1 cycle of the base rate. These
baseline-corrected epochs were then grand-averaged for each
condition separately.
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Results
Behavioral Data of the Change of Fixation Color Task

A repeated measures ANOVA with Orientation (Upright;
Inverted) and Facial Expression (Fear; Disgust; Happiness) as
within-subject variables indicated no differences in task
performance between upright and inverted faces (accuracy:
F(1, 17) = 0.03, P = 0.85; RT: F(1, 17) = 1.57, P = 0.22) as well
as between the different facial expressions (accuracy:
F(2, 34) = 1.44, P = 0.25; RT: F(2, 34) = 2.65, P = 0.09). The inter-
action between Orientation and Facial Expression did not reach
significance for accuracy, F(2, 34) = 0.95, P = 0.40 or correct
RTs, F(2, 34) = 3.02, P = 0.06.

Behavioral Data of the Explicit Facial Expression
Change Detection

Data from one of the 18 participants for the behavioral facial
expression discrimination task were not collected. The Facial
Expression of the faces had no effect on accuracy rates, which
were high for all conditions (F(2, 32) = 0.88, P = 0.42, Fearful
faces: M = 0.92, SEM = 0.02; Disgusted faces: M = 0.94,
SEM = 0.02; Happy faces: M = 0.94, SEM = 0.02), indicating that
participants were able to explicitly detect the changes of
facial expression at this fast rate if requested to. There were
small but significant differences in correct response times,
F(2, 32) = 4.45, P = 0.02, 5y = 0.22: Happy faces (M = 500ms,
SEM = 11.5) were detected slightly faster than fearful faces
(M = 521ms, SEM = 13.2, P = 0.04 with a Bonferroni correction
for multiple comparisons) but did not differ from disgusted
faces (M = 512, SEM = 12.1, P = 0.35). The speed of detection of
the latter expressions did not differ significantly (P = 0.51).
Since the number of false alarms (neutral faces indicated as
expressive) was very small (on average across participants
M < 1, range 0-4) these responses were not further analyzed.

EEG Data: Frequency Analysis

Base Frequency: General Visual Stimulation

The base frequency rate response merely reflects the contrast
between the background and the face stimuli. It is a mixture of
low-level and high-level processes (see e.g. Dzhelyova and
Rossion 2014b). It was not the main focus of the study and this
response was not expected to differ between facial expressions.
Similarly to our previous experiments with this paradigm (e.g.
Liu-Shuang et al. 2014, Dzhelyova and Rossion 2014a), the
5.88 Hz response was characterized by a medial occipital topog-
raphy peaking at Oz for the response at the fundamental fre-
quency rate (F = 5.88Hz: 1.77uV; SNR = 16.66) and the
harmonics (2F = 11.76 Hz: 1.12uV; SNR = 15.07; 3F = 17.64Hz:
0.54 uV; SNR = 11.12). For upright faces, at the fundamental fre-
quency (5.88Hz), the activity spread towards lateral occipital
sites, particularly over the right hemisphere (Fig. 2), also in line
with our previous observations (Alonso-Prieto et al. 2013; Liu-
Shuang et al. 2014, Dzhelyova and Rossion 2014a). To explore
the effects of Orientation (Inverted, Upright) and Facial Expression
(Fear, Disgust, Happiness), regions of interest over the 3 electro-
des showing the largest response were defined: medial occipital
(mO: POOz, Oz, Olz); right occipito-temporal (rOT: PO8, PO10,
P10); and left occipito-temporal (I0T: PO7, PO9, P9) regions. The
baseline-corrected amplitudes summed for the 3 harmonics of
the base rate were compared. The repeated measures ANOVA
with ROI (mO, rOT, 10T), Orientation (Inverted, Upright), and
Facial Expression (Fear, Disgust, Happiness) revealed a main

effect of ROI, F(2, 34) = 17.36, P < 0.0001, 175 = 051, and
Orientation, F(1, 17) = 9.89, P = 0.006, 52 = 0.37 (with an average
of 29% increase in response to upright as compared to inverted
faces). These 2 main effects were qualified by a significant
interaction between Orientation and ROI, F(2, 34) = 7.22, P
= 0.002, 5 = 0.30. Investigating each ROI (IOT, mO, rOT) separ-
ately revealed that the significantly increased response for
upright compared to inverted faces was present for the 10T
(31% increase), F(1, 17) = 7.07, P = 0.016, 57 = 0.29 and 1OT (55%
increase), F(1, 17) = 20.29, P < 0.0001, ;15 = 0.54 but not for the
mO region (2% increase), F(1, 17) = 0.13, P = 0.72. No other main
effects or interactions reached significance (Ps > 0.15).

In summary, we observed larger responses to upright than
inverted faces at the base stimulation rate, this difference being
non-significant over medial occipital sites where responses to
low-level stimuli are typically recorded. However, there were
significant differences over left and right lateral occipital/occi-
pito-temporal electrode sites typical of high-level visual
responses (Liu-Shuang et al. 2014; Rossion 2014).

Oddball Frequency: Discrimination of Expression

A clear oddball response can be seen in the EEG spectrum
(Fig. 3), at 1.18Hz and harmonics, with the highest SNR
observed on the third and fourth harmonics (i.e. 3.53; 4.70 Hz)
for all conditions, as reported previously for changes of face
identity (Liu-Shuang et al. 2014; Dzhelyova and Rossion 2014a).
Here this response reflects the detection of the brief changes of
facial expression. The response was much larger for upright
compared to inverted faces over occipito-temporal sites (Fig. 3),
to the point where discrimination responses were barely visible
when faces were presented upside-down. The magnitude of the
inversion effect ((upright-inverted)/inverted) averaged across
emotions and the 2 occipito-temporal ROIs reached 140% and
107% for the right hemisphere and left hemisphere, respectively,
indicating that face inversion had a stronger impact on the per-
ception of expression change (i.e. oddball rate) than the simple
presentation of facial stimuli (i.e. base rate).

Response over the whole scalp. The grand-averaged summed
baseline-corrected amplitudes for wupright faces, pooled
over all channels, revealed the largest oddball response
for changes from neutral to disgusted faces (0.55uV + 0.03,
z = 11.50), followed by the response to happy faces (0.46 uV + 0.03,
z = 11.13) and to fearful faces (0.43 pV + 0.02, z = 10.94). To ensure
that the presence of oddball responses in the grand-averaged
EEG spectra were not driven by only few participants in the sam-
ple, individual participants’ response was averaged across all
channels, and summed for the oddball harmonics (changes to
Fear: range 0.02-1.0uV; changes to Disgust: range 0.12-1.1uV;
changes to Happiness: range 0.14-0.93uV). This response was
then compared with a one-sample t-test against O (i.e. noise
level), showing a significant response for all 3 facial expressions
at upright orientation (Ps < 0.0001).

A repeated measures ANOVA on the response across the
whole scalp with Orientation (Upright, Inverted) and Facial
Expression (Fear, Disgust, Happiness) as within-subject factors
revealed a main effect of both Facial Expression, F(2, 34) = 3.31, P
= 0.049, ;75 = 0.16 and Orientation, F(1, 17) = 30.89, P < 0.0001,
ng = 0.65. The interaction between Orientation and Facial
Expression was also significant, F(2, 34) = 5.27, P = 0.01, r/ﬁ =0.24,
due to the smaller difference between upright and inverted
faces for fearful, t(17) = 2.43, P = 0.026, compared to disgusted, t
(17) = 4.26, P = 0.001, and happy faces, t(17) = 6.50, P < 0.0001.
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Figure 2. Base rate response. (A) Grand-averaged SNR spectra (displayed from 4.88 to 6.88 Hz, centered on 5.88 Hz) over channel Oz for the different facial expressions
(fear, disgust, and happiness) presented at upright (left panels) and inverted (right panels) orientations. Topographical maps are plotted for the response at 5.88 Hz,
showing neural activity over lateral occipital regions for upright faces only. (B) The summed baseline-corrected harmonics of the base rate (5.88 Hz; 11.76 Hz; 17.64 Hz)
for the MO (medial occipital); right OT (occipito-temporal); left OT (occipito-temporal) regions. Error bars are standard errors of the mean. A response above 0 reflects
signal > noise. Note that the response over the MO and right OT regions for the base rate 5.88 Hz is larger for upright than inverted faces (A). Yet, when all harmonics
are considered, this difference disappears over the MO region (B). The remaining difference over the right and left OT regions is driven by the response at the first har-

monic (5.88 Hz).

The main effect of Facial Expression did not reach significance
for upright faces, F(2, 34) = 2.93, P = 0.067. However, despite the
small oddball response for inverted faces, there was an effect of
Facial Expression for these stimuli, F(2, 34) = 7.11, P = 0.003,
ny” = 0.30. The effect of Facial Expression for inverted faces was due
to higher amplitudes for changes to fearful faces, particularly
when compared to the response to changes to happy faces (P
= 0.001 with a Bonferonni correction for multiple comparisons).

ROI analysis. To further explore the differences between the dis-
crimination of the 3 facial expressions, 2 regions of interest
(ROIs, dorsal and ventral) within the right occipito-temporal
sites were defined for further analysis. Each ROI comprised 3
electrodes with the highest baseline-corrected amplitudes,
excluding the electrodes that overlapped across the 2 regions.
The first ROI (electrodes PO10, PO12, P10) was more ventral,
where the peak of the response to discrimination of fearful and
disgusted facial expressions was observed. The other ROI was
more dorsal (electrodes POO6, PO8, PPO6), encompassing the
peak of the discrimination between neutral and happy facial

expressions (Fig. 3). In order to investigate hemispheric differ-
ences, the corresponding electrodes in the left hemisphere
were included in the analysis.

The amplitudes were analyzed with a repeated measures
ANOVA with within-subject factors ROI (Ventral, Dorsal),
Hemisphere (Left, Right), Orientation (Upright, Inverted) and
Expression (Fear, Disgust, Happiness). A main effect of Orientation,
F(1, 17) = 31.20, P < 0.0001, ﬂp2 = 0.65, confirmed the observation
that the oddball response to upright faces was larger than the
response to inverted faces. The response to changes of expres-
sions was larger over the right (M = 0.95; SEM = 0.13) than the left
(M = 0.79; SEM = 0.08) hemisphere, although this difference did
not reach significance, F(1,17) = 3.16, P = 0.095, npz =0.15. A main
effect of RO, F(1, 17) = 9.51, P = 0.007, 5,2 = 0.36, indicated that the
response over the ventral region (M = 0.97, SEM = 0.12) was larger
than the response over the dorsal region (M = 0.78, SEM = 0.12). A
main effect of Expression, F(2, 34) = 3.88, P = 0.030, npz = 0.19,
pointed to differences among the 3 expressions. Importantly,
however, the latter 2 main effects were qualified with a signifi-
cant interaction between Expression and ROI, F(2, 34) = 3.86, P
= 0.031, qu = 0.19. Similarly, the interactions between ROI and
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Figure 3. Oddball response to facial expression changes. (A) Grand-averaged spectra for the oddball response (displayed from 1 to 10 Hz) over the occipito-temporal
electrode P10 in the right hemisphere, for upright and inverted faces, reflecting the changes of facial expressions (i.e. from neutral to either fear, disgust, or happi-
ness). Note that the fifth harmonic (marked with a dashed line) corresponds to the base rate, 5.88 Hz. Topographical maps of the grand-averaged data show the sum
of baseline-corrected amplitudes (uV) for the oddball response up to 16.46 Hz for upright and inverted faces. (B) Summed baseline-corrected oddball amplitudes (until
16.46 Hz, excluding the base rate harmonics 5.88 Hz, marked with a dashed line, and 11.76 Hz) for the 2 (dorsal and ventral) right and left OT (occipito-temporal) ROIs.

Error bars are standard errors of the mean. A response above 0 reflects signal > noise.

Orientation, F(1, 17) = 26.97, P < 0.0001, qu = 0.61, Orientation and
Expression, F(2, 34) = 6.33, P = 0.005, 1,° = 0.27 and the 3-way inter-
action among ROI, Orientation and Expression, F(2, 34) = 10.82, P
<0.0001, 5,7 = 0.39 reached significance. All other interactions did
not reach significance (P > 0.05).

To decompose the significant 3-way interaction among ROI,
Orientation and Expression, 2 separate repeated measures ANOVAs
for upright and inverted faces were performed. The interaction
between Expression and ROI was significant for both upright faces, F
(2, 34) =9.00, P = 0.001, npz =0.35 and inverted faces, F(2, 34) = 3.55,
P =0.04 (P > 0.025). For upright faces, in the ventral posterior occipi-
tal RO, a facial expression change to disgust led to a larger
response than a facial expression change to happiness (P = 0.047
with a Bonferroni adjustment for multiple comparisons). In the
dorsal region, a facial expression change to happiness and to dis-
gust led to a larger response than a change to fear (P < 0.022 with a
Bonferroni adjustment for multiple comparisons) (Fig. 3). For
inverted faces, only in the dorsal region, changes to fearful faces
produced a stronger response than changes to happy faces (P
< 0.0001 with a Bonferroni adjustment for multiple comparisons).

Analysis in individual participants. The response to facial expres-
sion changes in upright faces was also evaluated in individual

participants. To visualize the overall response for each individ-
ual participant, we cropped the FFT spectrum, centered at the
oddball response (1.18 Hz and the subsequent harmonics until
11.67 Hz), surrounded by their neighboring bins (each bin corre-
sponded to 0.0125Hz), representing the noise level. Then, we
summed the spectrum including the response and the noise
level and applied a baseline-correction by subtracting the aver-
age noise level of the surrounding 10 bins excluding the imme-
diately adjacent and the maximal ones. In the absence of a
signal at the central bin of interest, the value at this bin has 1
chance out of 21 (i.e. P < 0.05) to be the highest in the spectrum.
Results of this analysis are displayed in Figure 4. Strikingly, all
of the individuals tested in the study showed a clear peak (cen-
tered in the middle of the displays) corresponding to the detec-
tion of expression change within the left/right temporal-
occipital region (channels PO10, PO12, P10 and the correspond-
ing left hemisphere channels for disgusted and fearful faces;
channels POO6, PO8, PO10 and the correponding left hemi-
sphere channels for happy faces) for the particular expression,
or at a channel in close proximity. When considering the
response to expression change from neutral to fearful faces,
only one participant (P13) showed the largest response outside
of this region, at electrode C3, corresponding to the area over
the left side of the vertex.
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Figure 4. Individual participants’ EEG responses to changes of facial expression in the frequency domain. Baseline-corrected amplitudes for the three emotions (fear,
disgust and happiness) in the upright orientation over occipito-temporal regions (channels PO10, PO12, P10 and the corresponding left hemisphere channels for the
disgusted and fearful faces and channels POO6, PO8, PO10 and the corresponding left hemisphere channels for happy faces). The EEG spectra are centered at the fre-
quency bin corresponding to the response to expression changes (summed oddball responses until 16.52 Hz, excluding frequencies corresponding to the base rate). It
is surrounded by 12 neighboring bins, indicating noise levels. Hemispheric dominance is noted underneath the displays. Note: For participant 13 (P13) the response to
expression change from neutral to fear is displayed over channel C3 (channel within the area of the vertex, see main text).
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Scalp topography analysis. This analysis was performed to test
for spatial differences between the responses to the different
kinds of expression changes when presented at upright orien-
tation, separately for the 2 halves (posterior and anterior) of the
scalp, split along the midline (see Methods).

For posterior channels, the repeated measures ANOVA with
Facial Expression (Fear, Disgust, Happiness) and Electrode (62 pos-
terior electrodes) revealed a main effect of Facial Expression, F(2,
34) = 5.35, P = 0.01, 42 = 0.24 and Electrode, F(61, 1037) = 17.40,
P < 0.0001, ¢ = 0.51. More importantly, there was a highly sig-
nificant interaction between Facial Expression and Electrode,
F(122, 2074) = 2.58, P < 0.0001, n7 = 0.15, due to differences in
scalp topographies between the 3 types of facial expression
changes. To follow-up this interaction and explore further the
differences between the facial expressions, each topographical
distribution corresponding to a facial expression was compared
to the topographical distribution of the other 2 expressions sep-
arately. All these comparisons were significant (i.e. a significant
interaction between Electrode and Facial Expression: fearful vs.
disgusted, F(611037) = 2.39, P < 0.0001; fearful vs. happy,
F(61, 1037) = 3.14, P < 0.0001, disgusted vs. happy, F(61,
1037) = 2.11, P < 0.0001).

When evaluating the anterior/frontal half of the electrodes
only, the interaction between Facial Expression and Electrode did
not reach significance, F(130, 2210) = 0.59, P > 0.99, indicating
that the topographical differences were mainly driven by varia-
tions at posterior sites.

For inverted faces, this interaction between Facial Expression
and Electrode did not reach significance for the anterior/frontal
halves, F(130, 2210) = 0.85, P = 0.88 while the significant inter-
action over the posterior sites, F(122, 2074) = 1.328, P = 0.011
was driven only by a significant difference between changes
to happiness and changes to fearful faces, F(611037) = 2.07,
P < 0.0001.

The classifier could decode above chance (chance level
across participants: 33%) the variations in the topographical
organization of the different expressions for upright faces (i.e.
classification of all emotions was above chance: mean decoding

A WITH BASE RATE
EXPRESSION CHANGE: FEAR

2

AMPLITUDE (pV)

AMPLITUDE (uV)

-0.5 0 0.5 1
TIME (SEC)

performance for Fear = 44.44, SD = 3157, P = 0.052;
Disgust = 48.16, SD = 31.47, P = 0.011; Happiness = 50.00,
SD = 33.21, P = 0.010), but not for inverted faces (none of the
topographies was classified above chance level: Fear = 36.11,
SD = 27.41; Disgust = 31.94, SD = 22.36; Happiness = 34.72,
SD = 27.30 all Ps > 0.30).

EEG Data: Time Domain

An evoked oscillation at 5.88 Hz was prominent on the aver-
aged EEG data containing the base rate. For upright faces, it
was disrupted, or modulated, by responses time-locked to the
onset of a change to an expressive face (Fig. 5). On the unfil-
tered EEG data, these responses were barely visible when faces
were inverted. When the base rate signal was selectively fil-
tered out, there were 2 clear differential responses discriminat-
ing emotional from neutral upright faces: a negativity peaking
shortly after 200 ms, followed by a wider positivity between 300
and 450 ms (Fig. 5).

Summary of Results

In summary, we revealed a clear response to brief changes
from a neutral face to an expressive face, as indexed by a
robust oddball frequency response in the EEG: the frequency-
domain oddball response was present for all individual partici-
pants in all conditions for only a few minutes of recording. For
all 3 expression changes, this response was distributed over
occipito-temporal sites, with a right hemisphere advantage,
and was drastically decreased when facial images were pre-
sented at an inverted orientation. Differences in the absolute
magnitude of the expression change-related response for the
different kinds of expressions were observed across the 2
regions within the occipito-temporal sites. These differences
were also reflected in a specific topographical signature on the
scalp, pointing to differences in the spatial organization and/or
the extent to which the populations of neurons coding for the
detection of these brief expression changes were activated. A

B FILTERED BASE RATE e,
EXPRESSION CHANGE: FEAR z 3

O

,'.i. i

--=-INVERTED FACES
——UPRIGHT FACES
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Figure 5. Time-domain data comparing the discrimination response to upright and inverted expressive faces. Data are displayed over occipito-temporal electrode P10
(right hemisphere) for upright (solid line) and inverted (dashed line) faces for all 3 expressions (fear, disgust, happiness) (A) with the base rate at 5.88 Hz; (B) after
selectively filtering out the base rate to reveal the differential components superimposed on this base rate oscillation. Data are displayed for a segment of 2 s time-
locked to the presentation of the expression change, marked with a black line at 0, showing 3 presentations of an expression change. A small early positive deflection

is followed by 2 main differential components, clearly visible in all 3 conditions.
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time-domain analysis revealed a complex response comprised
of several components starting from 200ms post-expression
change, and contributing to the harmonics of the oddball
responses in the frequency domain.

Experiment 2

In experiment 1, due to the sinusoidal contrast stimulation, the
facial stimuli were fully revealed (i.e. 100% contrast) 85 ms after
stimulus onset and were thus hardly visible for the first 25-30
ms, resulting in a delay of the discrimination responses. To
strengthen our findings and to explore further these time-
domain responses, we performed a second experiment in
which we compare a square wave (i.e. abrupt onset) to a sine
wave stimulation mode. In addition, we used an even faster
base presentation rate of 12 Hz, for 2 reasons. First, a base rate
above 10 Hz for face stimulation should evoke reduced activity
over occipito-temporal regions, with a maximum at medial
occipital sites (Alonso-Prieto et al. 2013), thus spatially separat-
ing better the base rate response (i.e. onset of the face against
the background) from the oddball rate response (i.e. reflecting
expression change). Second, this faster stimulation rate tested
whether changes of expression could be detected for even
briefer durations of stimulus presentation. By changing the
oddball proportion, a ratio of roughly 10% of oddball stimuli,
our paradigm is also more comparable to standard vMMN para-
digms, in which the oddball proportion rate typically ranges
between 10% and 20% (e.g. Astikainen and Hietanen 2009;
Stefanics et al. 2012; Astikainen et al. 2013).

Methods
Stimulation

Fifteen participants (5 males, age M = 23.27, SD = 4.22) who did
not take part in experiment 1 took part in this second experi-
ment. The same facial stimuli were used, but only at the upright
orientation. They were presented at 12Hz (SOA 83.33ms) and
the oddball expression changes appeared every ninth stimulus,
resulting in an oddball frequency of 1.33 Hz, i.e. roughly 750 ms
duration between the presentations of 2 oddballs. The experi-
ment consisted of 24 sequences: 3 Facial Expression (Fear,
Disgust, Happiness), displayed at 2 Presentation Mode (Sine
wave; Square wave), repeated 4 times with different identities
(2 females and 2 males). Similarly to the first experiment, when
facial images were presented sinusoidally, they reached full con-
trast half way through the cycle, approximately 42ms after
image onset (1000/12 Hz)/2, while when presented with a square
wave, images reached full contrast (0-100%) within one frame of
the screen refresh rate. During both modes of stimulations,
images alternated with a gray background, as in experiment 1.
Each stimulation sequence started with a fixation cross pre-
sented for a variable duration of 2-5s, followed by a fade in of
4s, the stimulation sequence of 80s and a 4s of stimulus fade
out. The rest of the testing protocol was the same as described
in experiment 1.

EEG Analysis

Preprocessing

The same frequency-domain analysis as in experiment 1 was
performed. Firstly, the continuously recorded data were seg-
mented into sequences of 92s corresponding to 2 s before the
start of the sequence and 2s after the end of it. A Butterworth
bandpass filter at 0.1Hz-100Hz (fourth order) was applied.

Following this, data were resampled to 250 Hz and, if necessary,
noisy or artifact-ridden channels were interpolated by applying
a linear interpolation of the 3 artifact-free spatially neighboring
channels. All data were re-referenced to a common grand-
averaged reference.

Frequency Domain

Pre-processed data were cropped to an integer number of odd-
ball cycles (106-79.52s). Due to the fast frequency of stimula-
tion, the base response was characterized with a typical medial
occipital topography, peaking at Oz and without spreading to
occipito-temporal regions (Alonso-Prieto et al. 2013). Therefore
only the mO region (POOz, Oz, Olz) was evaluated in the ana-
lysis, examining any differences in the response depending on
the Presentation Mode (Sine wave; Square wave) and Facial
Expression (Fear; Disgust; Happiness). In order to compare the
response of the 2 experiments, the oddball response was evalu-
ated until 16Hz (1.33Hz and the subsequent 11 harmonics).
Visual evaluation of the topographical distribution of the
summed baseline-corrected oddball response suggested that
the same ROIs were maximally activated. In the right hemi-
sphere, electrodes PO10, PO12, P10 were included as a ventral
occipito-temporal ROI while channels POO6, PO8, and PPO6
were included as a dorsal occipito-temporal ROI. The corre-
sponding channels of the left hemisphere were also evaluated.

Time Domain

Since the analysis focused on the time domain, an additional
ICA, as described in the first experiment, was applied to remove
blink artifacts for all participants’ data. Similarly to the time-
domain analysis of the first experiment, a low pass FFT filter at
30 Hz, width of 1 Hz, was applied to the re-referenced segments.
A notch FFT filter at 12Hz with width 0.1Hz selectively
removed the base rate and its second harmonic (24 Hz).
Following this, 2s long overlapping epochs were cropped,
locked to the presentation of an oddball stimulus, resulting in
106 epochs per sequence, overall 424 epochs per condition.
These notch filtered epochs were averaged per participant and
per condition separately, baseline corrected with the mean
amplitude of the wave for 83.33 ms before the oddball presenta-
tion, corresponding to 1 cycle of the base rate. A t-test compar-
ing when the waveforms were significantly different from 0 (P
< 0.05, for at least 5 consecutive points, approximately 20 ms)
was performed.

Results
Frequency Domain

Base Frequency: General Visual Stimulation

A repeated measures ANOVA with Facial Expression (Fear;
Disgust; Happiness) and Presentation Mode (Sine wave; Square
wave) revealed only a main effect of Presentation Mode,
F(1, 14) = 20.70, P < 0.0001, n,”> = 0.59, indicating increased
amplitudes for the base rate when stimuli were presented
through a square wave compared to when the stimuli were
sinusoidally presented. The main effect of Facial Expression did
not reach significance, F(2, 28) = 1.84, P = 0.18; neither did the
interaction between Facial Expression and Presentation Mode,
F(2, 28) = 0.05, P = 0.95.

Oddball Frequency: Discrimination of expression
Similarly to experiment 1, the baseline-corrected amplitudes
were analyzed with a repeated measures ANOVA with
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within-subject factors 2 posterior-occipital ROI (Ventral;
Dorsal), 2 Hemisphere (Left; Right), 2 Presentation Mode (Sine
wave; Square wave) and 3 Facial Expression (Fear; Disgust;
Happiness). The response to changes from neutral to expres-
sive faces did not differ across the 2 presentation modes,
F(1, 14) = 0.02, P = 0.88. The main effect of Facial Expression
was significant, F(2, 28) = 6.83, P = 0.004, n; = 0.33. Yet, simi-
larly to the first experiment, this effect was qualified by a
significant interaction between Facial Expression and ROI,
F(2, 28) = 5.79, P = 0.008, 5 = 0.29. Investigating separately
the ventral and the dorsal posterior-occiptal ROIs revealed
that the main effect of Facial Expression was significant in
both ROIs (Ventral: F(2, 28) = 4.17, P = 0.026, n? = 0.23;
Dorsal: F(2, 28) = 8.37, P = 0.001, 5 = 0.37). In the ventral
region, changes to disgusted faces produced a slightly larger
response than changes to fearful faces (NS, P = 0.058 with a
Bonferroni correction for multiple comparisons) while in the
dorsal region, the changes to happiness led to a stronger
response than changes to fear (P = 0.011, Bonferroni cor-
rected) and a non-significant trend for a stronger response
to changes to disgust compared to changes to fear (P = 0.090,
Fig. 6).
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In addition to the significant interaction between Facial
Expression and ROI, the interaction between Hemisphere and
Facial Expression, F(2, 28) = 6.26, P = 0.006, '75 = 0.31 and the
3-way interaction among Hemisphere, Presentation Mode, and
Facial Expression, F(2, 28) = 3.39, P = 0.048; ;75 = 0.20, were also
significant. A follow-up analysis revealed that the inter-
action between Hemisphere and Facial Expression was present for
both the square wave mode, F(2, 28) = 5.34, P = 0.011, 5 = 0.27
and the sine wave mode, F(2, 28) = 6.52, P = 0.005, ;15 = 0.32 due
to smaller hemispheric differences for fearful expressions.

None of the other main effects or interactions reached sig-
nificance in the ANOVA with factors ROI (Ventral;, Dorsal),
Hemisphere (Left; Right), Presentation Mode (Sine wave; Square
wave), and Facial Expression (Fear; Disgust; Happiness).

To summarize, the frequency-domain analysis of the
second experiment largely replicates the robustness of the
facial expression discrimination response observed over
occipito-temporal sites. It shows that extremely brief (i.e.
<83.3ms) changes of expression (neutral to happy, fearful or
disgusted) can be reliably picked up by the human brain.
Overall, although there were slight differences in terms of topo-
graphical maps for the different facial expression changes with

SINEWAVE STIMULATION e LI
DISCRIMINATION OF FEAR LRy
— L o
A N lo
DISCRIMINATION OF DISGUST
DISCRIMINATION OF HAPPINESS

2 4 6 8 10
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l ® left ventral ROI
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o left dorsal ROI

l DISGUST
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Figure 6. Oddball response to facial expression changes when images are presented through a sine wave or square wave stimulation mode. (A) Grand-averaged spec-
tra for the oddball response (displayed from 1 to 10 Hz) over occipito-temporal electrode P10 in the right hemisphere for changes of facial expressions (fear, disgust,
happiness) in upright faces presented with a square mode of stimulation (left panel) or sine wave of stimulation (right panel). Topographical maps of the grand-
averaged data show the sum of baseline-corrected amplitudes (uV) for the oddball response up to 16 Hz. (B) Summed baseline-corrected oddball amplitudes (until
16 Hz, excluding the base rate harmonics 12 Hz for the right and left 2 (ventral and dorsal) OT (occipito-temporal) ROIs. Error bars are standard errors of the mean.

A response above 0 reflects signal > noise.
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experiment 1, these results show a high degree of consistency
across stimulation and oddball rates, as well as presentation
mode. Taken together, the findings from experiments 1 and 2
indicate that within the dorsal occipito-temporal region, brief
changes from neutral to happy expressions led to the largest
response while within the ventral occipito-temporal region
changes to disgust produced the largest response. Changes to
disgust were recorded both over the dorsal and ventral ROIs
while changes to fearful faces were observed mainly over the
ventral occipito-temporal region.

Time Domain

Three clear differential responses were evoked by the brief
change of facial expression from neutral faces (Fig. 7A). When
images were presented with a square wave contrast modula-
tion, the first positive differential response peaked at 110-
120 ms post-stimulus depending on condition and channel.
This response was localized over more dorsolateral occipital,
or parietal electrodes (Fig. 7B). The second response, the

negativity clearly identified in experiment 1, significantly dif-
fered from O for the time period of 160-200 ms post-expres-
sion change onset, and peaked at about 170ms. It was
distributed bilaterally over occipito-temporal sites. The last
response was also a positivity broadly distributed over med-
ial, lateral, and anterior occipito-temporal sites bilaterally,
starting at about 210-230ms and lasting until 310ms. The
exact same responses were found when the images were pre-
sented with a sine wave contrast modulation, yet they were
delayed by approximately 20 ms. Thus, the delay due to the
sinusoidal presentation was of 20 ms on average, correspond-
ing to roughly % of the sine cycle. These observations indicate
that brief changes of expression isolated with this FPVS para-
digm elicit a rich tri-phasic response from about 100 ms to
310 ms.

Discussion

Here we provide original evidence for the capacity of the
human brain to detect brief (i.e. one fixation) changes from
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Figure 7. Time-domain data comparing the discrimination response to expressive faces presented through sine wave or square wave stimulation mode. (A) Time-
domain data with selectively filtered out 12 Hz base rate for channels POO6 (left panels) and P10 (right panels). Components in response to changes from a neutral
face to an emotional face presented as a square wave (gray line) or sinusoidally (black line). Significant time periods at which each of the waveform differs signifi-
cantly (P < 0.05 for at least 5 consecutive points, approximately 20 ms) from 0 are marked in gray (square presentation) and black (sine presentation) horizontal bars.
(B) 3D maps represent the topographical distribution of the components discriminating expressive from neutral faces.
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neutral to backward- and forward-masked expressive faces.
This evidence is shown behaviorally in an explicit discrimin-
ation task and, most importantly, in the form of a robust (i.e.
high SNR) electrophysiological response obtained without an
explicit task. The detection of brief changes of facial expression
was identified objectively at the specific frequency rate of the
expression change in the EEG (i.e. n1.18 Hz) and was significant
in every individual participant, following only a few minutes of
stimulation. This response was distributed over the occipito-
temporal cortex, with a larger response over the right than the
left hemisphere, and was substantially reduced when faces
were presented upside-down. Despite similar topographical
maps, each of the expression changes was associated with a
specific reliable topographical distribution, hinting at partially
different neuronal generators. In addition, the complementary
time-domain analysis revealed a rapid onset (i.e. around
100 ms) yet prolonged response (i.e. up to 310 ms) following the
discrimination of the expressive from neutral faces.

A Robust Marker of Brief Expression Changes

Here faces were presented very briefly, i.e. with a 170 ms SOA
in experiment 1 and 83.33ms in experiment 2. Each face
appeared in a continuous train of stimulation so that each face
stimulus masked the previous one in the sequence. Despite
this fast rate, participants were able to explicitly detect the
changes of expression accurately and rapidly. In line with pre-
vious studies (e.g. Palermo and Coltheart 2004; Calvo and
Lundqvist 2008; Bombari et al. 2013), the detection of happy
faces was the quickest, possibly due to larger perceptual differ-
ence between neutral and positive compared to neutral and
negative (e.g. fearful) expressions (Leppédnen and Hietanen
2004, 2007).

More notably, however, without explicit processing, brief
changes of facial expression elicited a highly significant neural
response in the EEG spectrum. This response was virtually
identical in the second EEG experiment, when faces were pre-
sented with an even shorter SOA (i.e. 83.33ms). At such high
stimulation rates, the response reflects the detection of facial
expression changes at a single glance. This is important
because there is wide evidence that eye movement patterns
differ between neutral and expressive faces or between differ-
ent facial expressions (Eisenbarth and Alpers 2011; Scheller
et al. 2012; Bombari et al. 2013). Thus, while in standard EEG
studies, such differential eye movements patterns may contrib-
ute to the recruitment of different neural structures, as well as
differences observed in EEG for different facial expressions
beyond 150-200 ms following stimulus onset, they cannot influ-
ence the results obtained here.

Also importantly, the neural marker of a brief facial expres-
sion change could be identified objectively in our study: it
occurred at a specific EEG frequency pre-determined by the
experimenter, i.e. 1.18 Hz in the main experiment 1. The distri-
bution of this EEG response over multiple harmonics (e.g.
2.35Hz, etc.) merely reflects the complexity of this response in
the time domain: at sensitive channels, it is made of multiple
components of variable latency, amplitude and width, rather
than a simple smooth repetitive oscillation at 1.18 Hz (which
would give a single peak at 1.18 Hz in the EEG spectrum, Norcia
et al. 2015). This objective identification of the response of
interest is a considerable advantage of FPVS, allowing the
quantification of this response in a group of subjects and every
individual, and making fair comparisons across conditions.

This brief expression change detection signal is extremely
robust, and is evidenced significantly in each individual subject
tested in the experiment in less than 6 min (i.e. 4 repetitions of
80's sequences) of visual stimulation at a fast rate of 6 Hz. This
sensitivity is much higher than in previous studies investigat-
ing differences in facial expression processing using EEG. These
studies, even when they are methodologically sound, have
often led to highly discrepant results probably due to the lack
of objectivity and sensitivity of the approach used. Of particular
interest is the comparison between our approach and the non-
periodic oddball paradigms, targeting the vMMN component.
With the latter approach, numerous trials (e.g. more than 1000;
e.g. Astikainen and Hietanen 2009; Stefanics et al. 2012;
Astikainen et al. 2013) need to be recorded in order to obtain a
clear VMMN response to facial expressions. In addition, due to
a relatively low SNR and the focus on different components,
vMMN response to changes of expressions cannot be evaluated
objectively and quantified at the level of individual partici-
pants. These aspects are particularly important since the
VMMN is considered as a marker for assessing populations with
deficits in processing social cues such as individuals with aut-
ism or schizophrenia (e.g. Garrido et al. 2009; Gayle et al. 2012;
Maekawa et al. 2012; Cléry et al. 2013). The robustness and sen-
sitivity of the response obtained here to changes of facial
expressions suggest that our FPVS paradigm may provide an
alternative biomarker for assessing clinical populations’ sensi-
tivity to the decoding of facial expression changes.

In this context, it is also important to note that the recorded
neural response to brief changes of facial expression largely
reflects high-level processes. First of all, it was obtained despite
substantial changes of stimulus size at every cycle, so that the
changes of expression could not be captured by simple local
(i.e. pixelwise) changes of the stimuli (Dzhelyova and Rossion
2014b). Second, a substantially reduced response to changes of
expression was found for inverted faces (i.e. more than 120% of
signal). This effect cannot be accounted by the inversion effect
observed at the base rate frequency (5.88Hz): the base rate
response over the medial occipital site, reflecting a mixture of
low- and high-level processes, did not differ significantly
between upright and inverted faces. Additionally, the inversion
effect over lateral occipital sites for the base rate was much
weaker (30-50%) than the significant inversion effect found for
the oddball frequency (~120%). Since the performance of the
orthogonal task did not differ between upright and inverted
faces, it is also unlikely that the increased response to upright
faces can be explained by differences in attention or task diffi-
culty. Deficits in recognizing facial expressions in inverted faces
have been reported in behavioral studies, but they are often
relatively weak (e.g. 10-16%, Prkachin 2003; Calvo and
Nummenmaa 2008; Derntl et al. 2009; Bombari et al. 2013).
However, in such studies, often stimuli are not masked and are
presented until a response is given (e.g. Calvo and
Nummenmaa 2008; Bombari et al. 2013), allowing exploration
of the face and detection of local differences between neutral
and expressive faces even when they are presented upside-
down. Moreover, a drop of performance of a few percents in a
behavioral task could be due to ceiling/floor effects, and can
vary substantially with various tasks. In behavioral studies,
inversion seems to affect less, or even to have no effect on, the
perception of happy expressions (e.g. Prkachin 2003; Calvo and
Nummenmaa 2008; Derntl et al. 2009; Bombari et al. 2013).
Here, the inversion effect observed was of comparable size for
all facial expressions, although the smallest inversion effect
was found for fearful faces. This could be due to face inversion
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primarily affecting the processing of the whole face configur-
ation rather than local face parts (Rossion 2008 for review):
since the diagnostic information for recognition of the fearful
expression (Smith et al. 2005) is close to the point where parti-
cipants had to fixate the face (i.e. slightly below the eyes, fol-
lowing Peterson and Eckstein 2012), it would be less affected by
inversion.

Finally, it is important to note that our robust results of
facial expression change detection were obtained with a par-
ticular set of (validated) stimuli displaying prototypical, high
intensity facial expression. Therefore, it will be important to
generalize these findings with other stimulus sets in the future,
test whether they hold for facial expressions found in different
human populations (see Jack et al 2012) and across develop-
ment (e.g. Rodger et al 2015). Moreover, due to the limited num-
ber (8 identities) and the nature of these facial stimuli, we
acknowledge that the study cannot disentangle the different
dimensions contributing to the change of facial expressions,
such as arousal and/or valence of the facial images. In addition,
given that we were able to find robust results even at a very
fast rate of 12 Hz, it is desirable to address the question of the
range of presentation rates that are suitable for detecting facial
expression changes. Given the high sensitivity of the FPVS odd-
ball paradigm, these issues could be relatively easily addressed
in future studies.

Different Changes of Facial Expression Elicit Distinct
Spatial Maps

Overall, the response to detecting facial expression changes
had a lateral occipito-temporal distribution, with a right hemi-
spheric dominance (Fig. 3). This occipito-temporal distribution
is characteristic of high-level visual processes in FPVS, with a
right hemisphere specialization for coding the face as a cat-
egory (i.e. vs. objects; Rossion, et al. 2015) as well as facial iden-
tity (e.g. Rossion and Boremanse 2011; Liu-Shuang et al. 2014,
Dzhelyova and Rossion 2014b). In general, the coding of facial
expressions preferentially engages the right hemisphere, as
evidenced by lesion studies and neuroimaging (e.g. Etcoff 1984;
Borod et al. 1998; Sato et al. 2004; Tsuchiya et al. 2008; Harris
et al. 2012). Yet, when controlling for injury onset, Abbott et al
2014 reported that lesions within both the left and the right
hemisphere impaired discrimination of facial expressions.
Alternatively, gender of the participants might also play a role
in the lateralization of the response (e.g. Wager et al. 2003;
Bourne 2005), leading to the less specific lateralization of the
discrimination response to changes of facial expressions.
Dynamic information, such as emotional expression, gaze
direction, and head orientation is thought to depend relatively
more on the lateral and superior regions in the superior tem-
poral sulcus (STS) and gyrus (Allison et al. 2000; Puce and Perrett
2003), while static aspects of a face, such as its gender and iden-
tity, are encoded primarily in the ventral occipito-temporal
regions (Haxby et al. 2000; Ishai 2008). Complementary to these
findings, fMRI studies employing alternations of facial images
depicting change in gaze direction or mouth movements
strongly activate the STS (Puce et al. 1998, 2003). Thus, the quick
transition from neutral to expressive face in the present study,
implying dynamic facial expression, could possibly result in acti-
vation within this region, leading to the observed occipito-
temporal topography. On the other hand, a study with direct
intracranial recordings of the human brain during both static
and dynamic changes of facial expression from neutral to fear or
happy reported a much larger involvement of the ventral than

the lateral temporal cortex (Tsuchiya et al. 2008; Kawasaki et al.
2012). Although we can only speculate about the exact neural
sources of the EEG responses obtained on the scalp, the scalp
topography observed following brief changes of facial expres-
sions is compatible both with sources in the ventral occipito-
temporal cortex, such as the fusiform gyrus, and in the lateral
temporal cortex, including the STS.

Yet, despite similar maps over the occipito-temporal region,
each of the expression changes had its own spatial signature
on the scalp, hinting at least at partially separated neural popu-
lation (for upright faces). Notably the spatial differences
between the approach-related expression (happiness), stronger
dorsal than ventral occipito-temporal distribution, and the
avoidance-related expressions (fear and disgust), stronger ven-
tral than dorsal occipito-temporal distribution, were clearer
compared to the difference between the 2 avoidance-related
expressions. This distinction could possibly result from a stron-
ger spatial division between the regions processing avoidance-
and approach-related expressions. In order to fully address this
question, another approach-related expression (e.g. anger)
could be examined in future studies. Alternatively, the spatial
similarities between processing of changes to disgusted and
fearful faces could be due to their perceptual similarities as
behaviorally these expressions are often confused (e.g. Palermo
and Coltheart 2004; Smith et al. 2005). Nevertheless, to our
knowledge, our study provides the first evidence of reliable
decoding (i.e. discrimination) of different facial expressions on
the scalp, a result owing to the high SNR of the technique and
the consistency of the response across individual participants
in terms of spatial localization. One potential caveat is that the
topographical maps were slightly different between experi-
ments 1 and 2 (Figs. 3 and 6), even though the change to happy
expression was associated with the more dorsal scalp topog-
raphy in both experiments. While these differences between
experiments could well be due to interindividual differences in
the neural basis of facial expression, they are more likely to be
due to the different base frequency rates used in the 2 studies
(5.88 and 12Hz). As mentioned above, future studies testing
various frequency rates systematically should be able to clarify
the range of presentation rates that are suitable for processing
facial expression changes and how that factor affects quantita-
tive and qualitative differences between different kinds of
facial expressions.

Recent fMRI studies suggest that the 6 basic expressions
could be decoded from activation within the pSTS (Said et al.
2010) and the middle temporal gyrus (Saarimaki et al. 2016).
Complementary to these findings, happy and fearful faces were
well decoded from the ventral temporal cortex in an intracra-
nial EEG study (Tsuchiya et al. 2008). In line with these observa-
tions, the results of the topographical analysis here suggests
successful decoding of facial expressions over the occipito-
temporal region on the scalp, and complement findings hinting
at different neuronal populations involved in the processing of
specific expression changes.

Temporal Discrimination Responses for Changes of
Expression

Our time-domain analysis revealed at least 3 clear time-
domain responses discriminating expressive from neutral
faces, for all changes of expression: an early brief and small
positivity (100-130ms), followed by 2 large responses: a nega-
tivity (150-210ms) and a later positivity (210-310ms). The
response was initially focused over posterior dorsal sites, then it
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became more ventral over the occipito-temporal cortex for the
latter 2 responses. This pattern was observed in the 2 experi-
ments with different stimulation rates (i.e. 5.88 and 12Hz) and
oddball proportions (1/5 or 1/9), even though the very first (posi-
tive) response (100-130ms) was better isolated in the second
experiment. In this second experiment, a comparison to a
square wave stimulus presentation revealed that when images
were presented sinusoidally, the response was delayed by
roughly % of the duration cycle of the sine, i.e. 20 ms in experi-
ment 2. This delay was propagated to subsequent components
and remained fixed throughout the entire time course.

The complexity of the response hints at different successive
processes involved in rapid facial expression discrimination.
This observation agrees with the effects of facial expression
reported on multiple ERP components as mentioned in the
introduction. However, importantly, here the electrophysio-
logical response identified at the frequency at which a changes
of expression appears (nF/5 in the first experiment) is not an
absolute response to a specific facial expression, but a differen-
tial response from neutral faces. Moreover, neutral faces are
presented right after the change of expression in the sequence,
acting as (backward) masks, so that the prolonged response
observed here can only reflect the specific process of the
change of facial expression, unlike the components recorded in
typical ERP studies. In a similar vein, the vMMN reflects the
automatic detection of changes in facial expressions (e.g. Zhao
and Li 2006; Astikainen and Hietanen 2009; Stefanics et al.
2012). Yet, in the case of a typical oddball paradigm, the facial
expression change is not directly measured (standard and devi-
ant images differ in identity; long SOAs) and the differential
response, i.e. the vMMN, has to be isolated through a post hoc
subtraction procedure. Here the paradigm appears to provide
both a more objective and quantitative response, but also a
richer source of information than in typical slow non-periodic
oddball studies focusing on the VMMN (Astikainen and
Hietanen 2009; Chang et al. 2010).

The detection of expression changes took place very rapidly,
around 100ms and lasted until about 310 ms post-stimulus.
The timing of the first positivity is consistent with emergence
of emotion category discrimination by 120 ms within the ven-
tral temporal cortex around the fusiform gyrus (i.e. intracranial
recordings, Tsuchiya et al. 2008; Kawasaki et al. 2012).
Furthermore, quick transitions of images depicting changes in
gaze direction or mouth movements have been shown to affect
the amplitude of N170 around 200 ms (Puce et al. 1998, 2003;
Rossi et al. 2014). As mentioned earlier, these responses origin-
ate from activations within the lateral temporal cortex (Puce
et al. 1998, 2003). Thus, it is likely that early activation within
the ventral and lateral occipito-temporal cortex lead to the
early differential responses observed on the scalp here for
detecting brief changes of facial expressions. The later positiv-
ity observed here may reflect a deeper and more elaborate pro-
cessing of facial expression discrimination, potentially
influenced by feedback projections to the cortex from the
amygdala (Vuilleumier et al. 2004).

Conclusions

We provide objective (i.e. frequency-locked) evidence for auto-
matic detection of brief changes in facial expressions in the
human brain based on high-level processes. Thanks to the
FPVS paradigm, these changes can be detected in single partici-
pants and show a high degree of reliability and consistency
across individuals. Fearful, disgusted and happy facial

expressions are characterized by similar but also specific topo-
graphical distribution over the occipito-temporal region, sug-
gesting distributed coding of these expressions within a
population of neurons. Quickly transitioning from neutral to
expressive faces elicited a rich tri-phasic response from 100 ms
to about 310ms, possibly reflecting specific functional pro-
cesses that will have to be clarified in future studies. In add-
ition to these new observations, the fast periodic oddball
paradigm provides a highly valuable approach to measure dis-
crimination responses due to high-level variations in images. It
offers an implicit and reliable measure of detecting brief
changes of social cues, in this case facial expressions, signifi-
cant at an individual level. With its potential to be implemen-
ted in clinical practice, the approach opens an avenue for
future research exploring rapid perception of social cues in
difficult-to-test populations.
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Supplementary material can be found at: http://www.cercor.
oxfordjournals.org.

Funding

This work was supported by a grant from the European
Research Council (facessvep 284025) to BR and a postdoctoral
UCL/Marie-Curie fellowship to MD.

Notes

The authors thank 2 anonymous reviewers for their helpful
comments on a previous version of this manuscript. Conflict of
Interest: None declared.

References

Abbott D, Wijeratne T, Hughes A, Perre D, Lindell AK. 2014. The
influence of left and right hemisphere brain damage on con-
figural and featural processing of affective faces. Laterality.
19:455-472

Adrian ED, Matthews BHC. 1934. The Berger rhythm: potential
changes from the occipital lobes in man. Brain. 4:355-385.

Adolphs R. 2002. Neural systems for recognizing emotion. Curr
Opin Neurobiol. 12:169-177.

Allison T, Puce A, McCarthy G. 2000. Social perception from vis-
ual cues: role of the STS region. Trends Cogn Sci. 4:267-278.

Alonso-Prieto E, Van Belle G, Liu-Shuang J, Norcia AM, Rossion
B. 2013. The 6 Hz fundamental stimulation frequency rate
for individual face discrimination in the right occipito-
temporal cortex. Neuropsychologia. 51:2863-2875.

Astikainen P, Cong F, Ristaniemi T, Hietanen JK. 2013.
Event-related potentials to unattended changes in facial
expressions: detection of regularity violations or encoding
of emotions? Front Hum Neurosci. 7:557.

Astikainen P, Hietanen J. 2009. Event-related potentials to task-
irrelevant changes in facial expressions. Behav Brain Funct.
5:30.

Batty M, Taylor M. 2003. Early processing of the six basic facial
emotional expressions. Cognitive Brain Res. 17:613-620.

Bell AJ, Sejnowski TJ. 1995. An information-maximization
approach to blind separation and blind deconvolution.
Neural Comput. 7:1129-1159.

Blau VC, Maurer U, Tottenham N, McCandliss BD. 2007. The
face-specific N170 component is modulated by emotional
facial expression. Behav Brain Funct. 3:1-13.

9T0Z ‘0€ 1NNy Uo 19Nn6 Ag /B10'S[euINo [pJo Jx0°100Je9//:d1ny Wo.) papeo jumoq


http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bhw223/-/DC1
http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bhw223/-/DC1
http://cercor.oxfordjournals.org/

Spatio-Temporal Dynamics of Expression Change Dzhelyova etal. | 17

Bombari D, Schmid PC, Schmid Mast M, Birri S, Mast FW,
Lobmaier JS. 2013. Emotion recognition: The role of featural
and configural face information. QJ Exp Psychol. 66:2426-2442.

Borod JC, Cicero BA, Obler LK, Welkowitz ], Erhan HM, Santschi
C, Whalen JR. 1998. Right hemisphere emotional perception:
Evidence across multiple channels. Neuropsychology.
12:446-458.

Bourne VJ. 2005. Lateralised processing of positive facial emo-
tion: Sex differences in strength of hemispheric dominance.
Neuropsychologia. 43:953-956.

Brosch T, Pourtois G, Sander D. 2009. The perception and cat-
egorisation of emotional stimuli: A review. Cogn Emot.
24:377-400.

Caharel S, Courtay N, Bernard C, Lalonde R, Rebai M. 2005.
Familiarity and emotional expression influence an early
stage of face processing: an electrophysiological study.
Brain Cogn. 59:96-100.

Calvo M, Lundqvist D. 2008. Facial expressions of emotion
(KDEF): Identification under different display-duration con-
ditions. Behav Res Methods. 40:109-115.

Calvo M, Nummenmaa L. 2008. Detection of emotional faces:
salient physical features guide effective visual search. ] Exp
Psychol Gen. 137:471-494.

Calvo MG, Nummenmaa L. 2015. Perceptual and affective
mechanisms in facial expression recognition: An integrative
review. Cogn Emot. 14:1-26.

Campbell J, Burke D. 2009. Evidence that identity-dependent
and identity-independent neural populations are recruited
in the perception of five basic emotional facial expressions.
Vis Res. 49:1532-1540.

Chang Y, XuJ, Shi N, Zhang B, Zhao L. 2010. Dysfunction of pro-
cessing task-irrelevant emotional faces in major depressive
disorder patients revealed by expression-related visual
MMN. Neurosci Lett. 472:33-37.

Cléry H, Bonnet-Brilhault F, Lenoir P, Barthelemy C, Bruneau N,
Gomot M. 2013. Atypical visual change processing in chil-
dren with autism: an electrophysiological study.
Psychophysiology. 50:240-252.

Darwin C. 1872.The expression of the emotions in man and ani-
mals. London (UK): John Marry (1965).

Derntl B, Seidel EM, Kainz E, Carbon CC. 2009. Recognition of
emotional expressions is affected by inversion and presen-
tation time. Perception. 38:1849-1862.

Dzhelyova M, Rossion B. 2014a. Supra-additive contribution of
shape and surface information to individual face discrimin-
ation as revealed by fast periodic visual stimulation. J Vis.
14:15.

Dzhelyova M, Rossion B. 2014b. The effect of parametric stimu-
lus size variation on individual face discrimination indexed
by fast periodic visual stimuliation. BMC Neuroscience.
15:87.

Eimer M, Holmes A. 2002. An ERP study on the time course of
emotional face processing. NeuroReport. 13:427-431.

Eimer M, Holmes A. 2007. Event-related brain potential corre-
lates of emotional face processing. Neuropsychologia.
45:15-31.

Eimer M, Holmes A, McGlone FP. 2003. The role of spatial atten-
tion in the processing of facial expression: an ERP study of
rapid brain responses to six basic emotions. Cogn Affect
Behav Neurosci. 3:97-110.

Eisenbarth H, Alpers GW. 2011. Happy mouth and sad eyes:
scanning emotional facial expressions. Emotion. 11:860-865.

Ekman P. 1993. Facial expression and emotion. Am Psychol.
48:384-392.

Elfenbein HA, Ambady N. 2002. On the universality and cultural
specificity of emotion recognition: a meta-analysis. Psychol
Bull. 128:203-235.

Etcoff NL. 1984. Perceptual and conceptual organization of facial
emotions: Hemispheric differences. Brain Cogn. 3:385-412.
Garrido MI, Kilner JM, Stephan KE, Friston KJ. 2009. The mis-
match negativity: a review of underlying mechanisms. Clin

Neurophysiology. 120:453-463.

Gayle LC, Gal DE,, Kieffaber PD. 2012. Measuring affective
reactivity in individuals with autism spectrum personality
traits using the visual mismatch negativity event-related
brain potential. Front Hum Neurosci. 6:334. doi:10.3389/
fnhum.2012.00334.

Harris RJ, Young AW, Andrews TJ. 2012. Morphing between
expressions dissociates continuous from categorical repre-
sentations of facial expression in the human brain. Proc
Natl Acad Sci USA. 109:21164-21169.

Haxby JV, Hoffman EA, Gobbini MI. 2000. The distributed
human neural system for face perception. Trends Cogn Sci.
4:223-233.

Heinrich SP. 2010. Some thoughts on the interpretation of
steady-state evoked potentials. Doc Ophthalmol. 120:205-214.

Ishai A. 2008. Let’s face it: it’s a cortical network. NeuroImage.
40:415-419.

Jack RE, Garrod OG, Yu H, Caldara R, Schyns PG. 2012. Facial
expressions of emotion are not culturally universal. Proc
Natl Acad Sci USA. 109:7241-7244.

Johannes S, Miinte TF, Heinze HJ, Mangun GR. 1995. Luminance
and spatial attention effects on early visual processing.
Cogn Brain Res. 2:189-205.

Kawasaki H, Tsuchiya N, Kovach CK, Nourski KV, Oya H,
Howard MA, Adolphs R. 2012. Processing of facial emotion
in the human fusiform gyrus. ] Cogn Neurosci. 24:1358-1370.

Kimura M, Schroger E, Czigler I. 2011. Visual mismatch negativ-
ity and its importance in visual cognitive sciences.
NeuroReport. 22:669-673.

Krolak-Salmon P, Fischer C, Vighetto A, Mauguiere F. 2001.
Processing of facial emotional expression: Spatio-temporal
data as assessed by scalp event-related potentials. Eur J
Neurosci. 13:987-994.

Leppénen J, Hietanen J. 2004. Positive facial expressions are
recognized faster than negative facial expressions, but
why?. Psychol Res. 69:22-29.

Leppénen JM, Hietanen JK. 2007. Is there more in a happy face
than just a big smile?. Vis Cogn. 1:468-490.

LiX, LuY, Sun G, Gao L, Zhao L. 2012. Visual mismatch negativ-
ity elicited by facial expressions: new evidence from the
equiprobable paradigm. Behav Brain Funct. 8:7.

Liu-Shuang J, Norcia AM, Rossion B. 2014. An objective index of
individual face discrimination in the right occipito-temporal
cortex by means of fast periodic oddball stimulation.
Neuropsychologia. 52:57-72.

Luck S. 2005. An introduction to the event-related potential
technique. Cambridge (MA): MIT Press.

Lundqvist D, Flykt A, Ohman A. 1998. The Karolinska Directed
Emotional Faces—KDEF, CD ROM from Department of
Clinical Neuroscience, Psychology section, Karolinska
Institutet, Stockholm (Sweden). ISBN 91-630-7164-9.

Luo W, Feng W, He W, Wang NY, Luo Y]J. 2010. Three stages of
facial expression processing: ERP study with rapid serial vis-
ual presentation. Neurolmage. 49:1857-1867.

Maekawa T, Hirano S, Onitsuka T. 2012. Auditory and visual
mismatch negativity in psychiatric disorders: a review. Curr
Psychiat Rev. 8:97-105.

9T0Z ‘0€ 1NNy Uo 19Nn6 Ag /B10'S[euINo [pJo Jx0°100Je9//:d1ny Wo.) papeo jumoq


http://dx.doi.org/10.3389/fnhum.2012.00334
http://dx.doi.org/10.3389/fnhum.2012.00334
http://cercor.oxfordjournals.org/

18 | Cerebral Cortex

Makeig S, Bell AJ, Jung TP, Sejnowski TJ. 1996. Independent
component analysis of electroencephalographic data. In:
Touretzky D, Mozer M, Hasselmo M, editor. Advances in
neural information processing systems 8. Cambridge (MA):
MIT Press. p. 145-151.

Marsh AA, Kozak MN, Ambady N. 2007. Accurate identification
of fear facial expressions predicts prosocial behavior.
Emotion. 7:239-251.

McCarthy G, Wood CC. 1985. Scalp distributions of event-
related potentials: an ambiguity associated with analysis of
variance models. Electroencephalogr Clin Neurophysiol.
62:203-208.

Milders M, Sahraie A, Logan S. 2008. Minimum presentation
time for masked facial expression discrimination. Cogn
Emot. 22:63-82.

Neath KN, Itier RJ. 2014. Facial expression discrimination varies
with presentation time but not with fixation on features: a
backward masking study using eye-tracking. Cogn Emot.
28:115-131.

Nemrodov D, Jacques C, Rossion B. 2015. Temporal dynamics of
repetition suppression to individual faces presented at a
fast periodic rate. Int ] Psychophysiol. 98:35-43

Norcia AM, Appelbaum LG, Ales JM, Cottereau B, Rossion B.
2015. The steady-state visual evoked potential in vision
research: a review. ] Vis. 15:4.

Palermo R, Coltheart M. 2004. Photographs of facial expression:
accuracy, response times, and ratings of intensity. Behav
Res Methods Instrum Comput. 36:634-638.

Peterson MF, Eckstein MP. 2012. Looking just below the eyes is
optimal across face recognition tasks. Proc Natl Acad Sci
USA. 109:E3314-E3323.

Prkachin GC. 2003. The effects of orientation on detection and
identification of facial expressions of emotion. Brit ] Psychol.
94:45-62.

Puce A, Perrett D. 2003. Electrophysiology and brain imaging of
biological motion. Philos Trans R Soc Lond B Biol Sci.
358:435-445.

Puce A, Syngeniotis A, Thompson JC, Abbott DF, Wheaton K],
Castiello U. 2003. The human temporal lobe integrates facial
form and motion: evidence from fMRI and ERP studies.
Neurolmage. 19:861-869.

Puce A, Allison T, Bentin S, Gore JC, McCarthy G. 1998.
Temporal cortex activation in humans viewing eye and
mouth movements. ] Neurosci. 18:2188-2199.

Regan D. 1966. Some characteristics of average steady-state
and transient responses evoked by modulated light.
Electroencephalogr Clin Neurophysiol. 20:238-2438.

Rellecke J, Sommer W, Schacht A. 2012. Does processing of
emotional facial expressions depend on intention? Time-
resolved evidence from event-related brain potentials. Biol
Psychol. 90:23-32.

Rellecke J, Sommer W, Schacht A. 2013. Emotion effects on the
N170: a question of reference?. Brain Topogr. 26:62-71.

Rodger H, Vizioli L, Ouyang X, Caldara R. 2015. Mapping the
development of facial expression recognition. Dev Sci. 18:
926-939.

Rossi A, Parada FJ, Kolchinsky A, Puce A. 2014. Neural correlates
of apparent motion perception of impoverished facial stim-
uli: a comparison of ERP and ERSP activity. Neurolmage.
98:442-459.

Rossion B. 2008. Picture-plane inversion leads to qualitative
changes of face perception. Acta Psychol. 128:274-289.

Rossion B. 2014. Understanding face perception by means of
human electrophysiology. Trends Cogn Sci. 18:310-318.

Rossion B, Boremanse A. 2011. Robust sensitivity to facial iden-
tity in the right human occipito-temporal cortex as revealed
by steady-state visual-evoked potentials. J Vis. 11:16. doi:10.
1167/11.2.16.

Rossion B, Torfs K, Jacques C, Liu-Shuang J. 2015. Fast periodic
presentation of natural images reveals a robust face-
selective electrophysiological response in the human brain.
J Vis. 15:18.

Saarimaki H, Gostopoulos A, Jaaskeldinen IP, Lampinen ],
Vuilleumier P, Hari R, Sams M, Nummenmaa L. 2016.
Discrete neural signatures of basic emotions. Cereb Cortex.
26:2563-2573.

Said CP, Moore CD, Engell AD, Todorov A, Haxby JV. 2010.
Distributed representations of dynamic facial expressions in
the superior temporal sulcus. J Vis. 10:11.

Santesso DL, Meuret AE, Hofmann SG, Mueller EM, Ratner KG,
Roesch EB, Pizzagalli DA. 2008. Electrophysiological corre-
lates of spatial orienting towards angry faces: a source local-
ization study. Neuropsychologia. 46:1338-1348.

Sato W, Kochiyama T, Yoshikawa S, Naito E, Matsumura M. 2004.
Enhanced neural activity in response to dynamic facial expres-
sions of emotion: an fMRI study. Cogn. Brain Res. 20:81-91.

Schupp HT, Ohman A, Junghéfer M, Weike Al, Stockburger J,
Hamm AO. 2004. The facilitated processing of threatening
faces: an ERP analysis. Emotion. 4:189-200.

Scheller E, Biichel C, Gamer M. 2012. Diagnostic features of
emotional expressions are processed preferentially. PLoS
One. 7:€41792.

Shariff AF, Tracy JL. 2011. What are emotion expressions for?.
Curr Dir Psychol Sci. 20:395-399.

Smith ML, Cottrell GW, Gosselin F, Schyns PG. 2005.
Transmitting and decoding facial expressions. Psychol Sci.
16:184-189.

Smith E, Weinberg A, Moran T, Hajcak G. 2013. Electrocortical
responses to NIMSTIM facial expressions of emotion. Int J
Psychophysiol. 88:17-25.

Stefanics G, Csukly G, Komlési S, Czobor P, Czigler 1. 2012.
Processing of unattended facial emotions: A visual mis-
match negativity study. Neurolmage. 59:3042-3049.

Stefanics G, Kimura M, Czigler I. 2011. Visual mismatch negativ-
ity reveals automatic detection of sequential regularity
violation. Front Hum Neurosci. 5: 46.

Tsuchiya N, Kawasaki H, Oya H, Howard MA, Adolphs R. 2008.
Decoding face information in time, frequency and space
from direct intracranial recordings of the human brain. PLoS
One. 3:3892-e3892.

Tybur JM, Lieberman D, Kurzban R, DeScioli P. 2013. Disgust:
evolved function and structure. Psychol Rev. 120:65-84.

Vuilleumier P, Richardson MP, Armony JL, Driver ], Dolan RJ.
2004. Distant influences of amygdala lesion on visual cor-
tical activation during emotional face processing. Nat
Neurosci. 7:1271-1278.

Wager TD, Phan KL, Liberzon I, Taylor SF. 2003. Valence,
gender, and lateralization of functional brain anatomy in
emotion: a meta-analysis of findings from neuroimaging.
Neurolmage. 19:513-531.

Wieser MJ, Keil A. 2014. Fearful faces heighten the cort-
ical representation of contextual threat. Neurolmage. 86:
317-325.

Wronka E, Walentowska W. 2011. Attention modulates emo-
tional expression processing. Psychophysiology. 48:1047-1056.

Zhao L, Li J. 2006. Visual mismatch negativity elicited by facial
expressions under non-attentional condition. Neurosci Lett.
410:126-131.

9T0Z ‘0€ 1NNy Uo 19Nn6 Ag /B10'S[euINo [pJo Jx0°100Je9//:d1ny Wo.) papeo jumoq


http://dx.doi.org/10.1167/11.2.16
http://dx.doi.org/10.1167/11.2.16
http://cercor.oxfordjournals.org/

	At a Single Glance: Fast Periodic Visual Stimulation Uncovers the Spatio-Temporal Dynamics of Brief Facial Expression Chang...
	Introduction
	Experiment 1
	Methods
	Participants
	Stimuli
	Procedure
	Complementary Behavioral Experiment (Explicit Detection of Changes of Expression)
	EEG Acquisition
	EEG Analysis
	Preprocessing
	Frequency-domain analysis
	Brain topographical analysis
	Time-domain analysis



	Results
	Behavioral Data of the Change of Fixation Color Task
	Behavioral Data of the Explicit Facial Expression Change Detection
	EEG Data: Frequency Analysis
	Base Frequency: General Visual Stimulation
	Oddball Frequency: Discrimination of Expression
	Response over the whole scalp
	ROI analysis
	Analysis in individual participants
	Scalp topography analysis


	EEG Data: Time Domain
	Summary of Results

	Experiment 2
	Methods
	Stimulation
	EEG Analysis
	Preprocessing
	Frequency Domain
	Time Domain


	Results
	Frequency Domain
	Base Frequency: General Visual Stimulation
	Oddball Frequency: Discrimination of expression

	Time Domain

	Discussion
	A Robust Marker of Brief Expression Changes
	Different Changes of Facial Expression Elicit Distinct Spatial Maps
	Temporal Discrimination Responses for Changes of Expression

	Conclusions
	Supplementary Material
	Funding
	Notes
	References


