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a b s t r a c t

Whether human categorization of visual stimuli as faces is optimal for full-front views,

best revealing diagnostic features but lacking depth cues, remains largely unknown. To

address this question, we presented 16 human observers with unsegmented natural im-

ages of different living and non-living objects at a fast rate (F ¼ 12 Hz), with natural face

images appearing at F/9 ¼ 1.33 Hz. Faces posing all full-front or at ¾ side view angles

appeared in separate sequences. Robust frequency-tagged 1.33 Hz (and harmonic) occipito-

temporal electroencephalographic (EEG) responses reflecting face-selective neural activity

did not differ in overall amplitude between full-front and ¾ side views. Despite this,

alternating between full-front and ¾ side views within a sequence led to significant re-

sponses at specific harmonics of .67 Hz (F/18), objectively isolating view-dependent face-

selective responses over occipito-temporal regions. Critically, a time-domain analysis

showed that these view-dependent face-selective responses reflected only an earlier

response to full-front than ¾ side views by 8e13 ms. Overall, these findings indicate that

the face-selective neural representation is as robust for ¾ side faces as for full-front faces in

the human brain, but full-front views provide a slightly earlier processing-time advantage

as compared to rotated face views.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Human categorization of faces among other objects in natural
scenes is rapid, accurate, and automatic (Crouzet, Kirchnet, &

Thorpe, 2010; Retter, Jiang, Webster, & Rossion, 2020). The
ability for generic face categorization (i.e., assigning variable
visual stimuli to the specific category of “faces”) is crucial for
social interaction, and constrains the information available
for other forms of face processing, such as categorization of
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emotional expression and identity. However, the visual

appearance of faces can vary greatly due to variations in
natural presentation. One major factor arises from changes in
the subject's head orientation in depth, defining the view
angle of the face. Faces posed at the ¾ side views (i.e., mid-
profile views, or intermediate views), for example, lose the
visual symmetry of full-front faces, and parts of the faces'
features may be occluded. Thus, robust generic face catego-
rization is contingent on the ability to generalize across rota-
tions of the face in depth.

Given the sophisticated nature of the problem, extremely
little is known about the role of head orientation variations in

human generic face categorization. This is surprising espe-
cially when the effect of head orientation on human face
identity recognition has been more extensively studied (e.g.,
Baddeley & Woodhead, 1983; Benton, Jennings, & Chatting,
2006; Bruce, 1982; Bruce, Valentine, & Baddeley, 1987; Bruce
& Young, 1986; Hill, Schyns, & Akamatsu, 1997; Jeffery,
Rhodes, & Busey, 2007, 2006; Liu & Chaudhuri, 1998, 2002;
Logie, Baddeley, & Woodhead, 1987; O'Toole, Edelman &

Bü;lthoff, 1998; Valentin, Abdi, & Edelman, 1997; Van der
Linde & Watson, 2010). The results pointing to independent
coding of different head orientations have been extensively

incorporated in artificial face recognition systems that can
handle such transformations (e.g., Schneiderman & Kanade,
2000; Chen & Lien, 2009; for review, see; Ravidas, Ansari, &
Kukreja, 2014). Perhaps the only relevant studies on head
orientation's effect on human generic face categorization
come fromwork by Bindemann and colleagues, who recorded
response times for categorizing stimuli as faces at full-front,¾
side, or full-profile views when they were embedded in
various visual scenes or a white background (Bindemann &

Lewis, 2013; Burton & Bindemann, 2009). The authors could
not find any differences in response time across the three

head orientations, except that categorizing full-profile faces
took longer only when these faces were put in a rectangular
picture frame positioned in the periphery of large visual
scenes. These results suggested that head orientation could
only influence generic face categorization in extreme condi-
tions, where faces appeared in the visual periphery and posed
at extreme angles (e.g., full-profile views).

However, a lack of effect of head orientation at interme-
diate angles (¾ side views) during face categorization appears
to be inconsistent with head orientation's role in face identity
recognition. Categorizing stimuli as faces is so fast that a
highly sensitive design may be needed to reveal potential

differences across head orientations. Most importantly, direct
access to the visual categorization process, i.e., without an
explicit task involving attention, decision and motor compo-
nents, could be required to examine whether the (adult
human) face categorization process is affected by different
head orientations.

To answer these questions, we used a fast periodic visual
stimulation (FPVS) approach coupled with scalp electroen-
cephalogram (EEGQ1 ), which provides an implicit (i.e., task-free),
sensitive signature of automatic generic face categorization
(Rossion, Torfs, Jacques, & Liu-Shuang, 2015). By successively

presenting, at a fixed rate, faces embedded in a fast temporal
sequence of non-face objects (Fig. 1), a frequency-tagged
electrophysiological response at the periodic face inputs

reflects the system's capacity to discriminate faces from other

non-face objects and generalize this discrimination over awide
range of face stimuli despite visual differences due to lighting,
identity, expression, etc. (e.g., Rossion et al., 2015; Retter &

Rossion, 2016a; Or, Retter, & Rossion, 2019; Retter et al., 2020).
Here, by manipulating the periodicity of presentations of
distinct head orientations, we used this highly sensitive FPVS-
EEG approach to define the contribution of head orientation in
human face categorization.We compared full-frontwith¾ side
views, as ¾ side views disrupt symmetry and partly mask key
features but introduce depth information not available in full-
front faces, such as the angles of the forehead and the nose,

while information about both sides of the face is still partly
available (Baddeley & Woodhead, 1983; Van der Linde &

Watson, 2010, Fig. 1). This comparison is also relevant to the
controversial claim that ¾ side faces enhance face identity
recognition performance compared to full-front faces, result-
ing in extensive face-recognition studies comparing the two
head orientations (e.g., Baddeley & Woodhead, 1983; Bruce
et al., 1987; Liu & Chaudhuri, 1998, 2002; Logie et al., 1987;
O’Toole, Edelman, & Bülthoff, 1998; Valentin et al., 1997; Van
der Linde & Watson, 2010). Resolving the differences between
head orientations remains a key issue in the design of artificial

face recognition systems (e.g., Farfade, Saberian, & Li, 2015;

Q2Yang, Luo, Loy, & Tang, 2018).
Here, we designed an experiment to probe head orien-

tation response differences in two ways. First, we investi-
gated whether there were amplitude differences in face-
categorization responses to full-front vs. ¾ side views. Only
full-front faces (Condition 1) or only ¾ side faces (Condition
2) were embedded at a periodic frequency (1 face every 9
stimuli, 12 Hz/9 ¼ 1.33 Hz) in a fast (12 Hz) periodic sequence
of natural images of objects (Fig. 1), such that any periodic
response selective to generic face categorization was quan-

tified at 1.33 Hz and harmonics (2.67 Hz, etc.) in each type of
the sequences. If full-front faces hold an overall advantage
in terms of amplitude of generic face categorization
response, the face-selective neural response at 1.33 Hz
would be specifically larger in this condition (Condition 1)
than when ¾ side faces were presented (Condition 2).

Second, we investigated whether there were differences in
the amplitude and/or timing of face-categorization responses
to full-front vs. ¾ side views. We designed an original condi-
tion (Condition 3) in which the two head orientations were
alternately presented throughout the periodic face pre-
sentations (i.e., ¾, full-front, ¾, full-front, and so on) such that

the view-selective stimulation frequency (1 view every 18
stimuli, 12 Hz/18 ¼ .67 Hz) effectively halved the face stimu-
lation frequency (1.33 Hz). We reasoned that if there were
different (i.e., selective) or at least partially different catego-
rization processes for ¾ side and full-front views, then we
would observe an EEG response exactly at this halved fre-
quency of .67 Hz, reflecting dissociable neural responses
specific to full-front and ¾ side views. By alternating views
within a sequence, the response amplitude at .67 Hz and its
specific harmonics is sensitive to phase as well as amplitude
asymmetries (e.g., see Retter & Rossion, 2016b; Norcia et al.,

2015 Q3). On the contrary, if detection of full-front and ¾ side
views relied upon common processes tuned to a generic face
category, then the system would be blind to differences in
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head orientation. In this latter case, a response only to the
face-selective frequency of 1.33 Hz, but not to the view-

selective (and also face-selective) frequency of .67 Hz, would
be observed.

Throughout, detailed investigations into the scalp topog-
raphy probe for spatial differences in the responses to head
orientation are reported. Additionally, a complementary time-
domain analysis of the face categorization responses under
the different viewing conditions will provide more specific
information about the source of any observed differences. In
sum, this FPVS-EEG study using full-front and ¾ side views
investigated whether, to what extent, and along which time
course, head orientation affects face categorization in the

human brain.

2. Materials and methods

2.1. Participants

The experiment was completed by 16 participants (10 females,
mean age¼ 24.2 ± 4.0, range: 20e36 years) who all had normal,
or corrected-to-normal, visual acuity. They were all right-
handed according to an adapted Edinburgh Handedness In-
ventory measurement (Oldfield, 1971). None reported any

history of psychiatric or neurological disorders. They were
naı̈ve to the purpose of study, and were not aware that faces

were presented at a fixed rate of 1 out of 9 stimuli. The sample
sizewas based on previous studieswith this paradigm in adult
humans, reporting highly significant effects with 11 (Jacques,
Retter, & Rossion, 2016) to 20 (Or et al., 2019) participants
(M¼ 14.5). While 16 participantsmay be considered asmodest
sample size (although within the range for human EEG
studies), the FPVS approach is characterized by a very high
signal-to-noise ratio (SNR) (Regan, 1989; Norcia et al., 2015).
This high SNR is partly due to the large number of discrimi-
nation trials (i.e., face-selective neural responses) recorded in
a short amount of time for every individual participant (here,

232 face trials across 4 stimulation sequences for each con-
dition; see Procedure). All participants provided written
informed consent prior to the experiment and received hon-
oraria for their participation, as approved by the Biomedical
Ethical Committee of the University of Louvain and the 2013
WMA Declaration of Helsinki.

2.2. Stimulus display

The stimuli were generated by a Dell XPS Desktop computer
installed with Psychtoolbox 3.0.8 in MATLAB R2009a for
Windows (MathWorks, Natick, MA, USA) using previously

Fig. 1 e Experimental procedure. Following central fixation in each condition, the image sequence of 528 images (only 19
illustrated here) was presented at base frequency, fB ¼ 12 Hz (12 images/s), thus each image was presented for 83.3 ms
(1000 ms/12) with sinusoidal contrast modulation from 0% to 100% contrast (blue curve in the contrast-time function; left of
function shows example stimuli at 0%, 36%, 65%, and 100% contrasts, bottom to top). Faces (F) were presented periodically
following every eight non-face objects (O), thus at a face-selective frequency, fF ¼ 12 Hz/9 ¼ 1.33 Hz. In the Front condition,
only full-front faces were presented; in the ¾ condition, only ¾ side faces (consistently facing one side within a sequence;
here, right-facing is shown). In the Alternating condition, head orientation alternated between full-front (red box) and ¾ side
(green box) views, thus each view presented at fV ¼ 1.33 Hz/2¼ .67 Hz. In actual experiments, each sequence included fade-
in and fade-out periods (2 sec each) not illustrated here. The task was to press a key when the fixation cross changed colour
(blue to red for 300 ms at random times, which did not coincide with the onsets and offsets of images).
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validated scripts (e.g., Rossion& Boremanse, 2011), passed to a

GeForce GTX 560 Ti graphics card, and displayed on a linearly
gamma-corrected BenQ XL2420T monitor at a refresh rate of
120 Hz, with a screen resolution of 1920 " 1080 pixels and a
colour depth of 24 bits/pixel placed at a viewing distance of
80 cm (pixel size: .0194#) in a dimly lit and sound-attenuated
room. The mean luminance after gamma correction was
75.0 cd/m2.

2.3. Stimuli

Colour photographs of 30 faces posed at full-front views, 30
faces posed at¾ side views, and 247 non-face objects (animals,
plants, man-made objects, houses, etc.) were obtained from
ImageNet (http://image-net.org) and elsewhere on the
Internet. All objects and faces, varying in size and lighting
condition, were embedded in their original, natural scenes
without segmentation from a wide range of backgrounds. All
face images were taken from different persons. The mirror
image of each face posed at¾ side viewwas generated in order
to create 30 pairs of left-facing and right-facing face images

(see Procedure). The stimuli were each cropped to locate the
face or non-face object at the centre of a square image and
resized to subtend 5.05 # " 5.05 # of visual angle. The average
luminance of each stimulus was equalized to the screen's
mean luminance (75.0 cd/m2). Note that variations in local
colour, luminance and contrast associated with the appear-
ance of the faces and objects in the images remained after this
stimulus normalization.

2.4. Procedure

A schematic illustration of the experimental design is shown
in Fig. 1. The stimulation sequence was presented through si-
nusoidal contrast modulation of successive images at a rapid
rate of 12.0 Hz (base frequency, fB), the fastest rate at which the
largest face-selective response is observed in this paradigm
(Retter et al., 2020). Each 83.3-ms (1000 ms/12.0, 10 frames/
stimulus) stimulation cycle started with a uniform grey back-
ground from which an image appeared as its contrast
increased in a sinusoidal fashion from 0% to 100% (full

contrast) at 41.7 ms and then decreased at the same rate. The
periodic sequence was comprised of eight objects (O) followed
by a face (F), all randomly selected from their corresponding
categories. Faces were thus presented at a frequency of 1/9
fB ¼ 12.0 Hz/9¼ 1.33 Hz such that this face-selective frequency (fF)
and its harmonics (2fF ¼ 2.67 Hz, 3fF ¼ 4.00 Hz, and so on)
represented an index of both (1) discrimination between faces
and objects, and (2) generalization across different faces
(Rossion et al., 2015). Stimuli were repeated randomly (but not
consecutively, max. 3 times) within a stimulus sequence.

The experiment was composed of three conditions,

differing by the head orientation of the faces presented
(Fig. 1). In Condition 1, the faces were all posed at full-front
views throughout the stimulation sequence (Front condition).
In Condition 2, the faces were all posed at ¾ side views (¾
condition). In Condition 3, the faces alternated between full-
front and ¾ side views within a stimulation sequence
(Alternating condition). Thus, each view was effectively pre-
sented at a frequency of ½ fF ¼ 1.33 Hz/2 ¼ .67 Hz, such that

this face view-selective frequency (fV) and its odd-number har-

monics (those not overlapping with the 1.33 Hz harmonics,
i.e., 3fV ¼ 2.00 Hz, 5fV ¼ 3.33 Hz, 7fV ¼ 4.67 Hz, and so on)
uniquely represented an index of (1) discrimination between
objects and specific face views, and (2) discrimination be-
tween full-front and ¾ side views. (Note that there was no
systematic change at .67 Hz for Conditions 1 and 2.) Each
participant performed 12 stimulation sequences (four se-
quences per condition), each of which contained images in
an independently randomized order. For the ¾ and Alter-
nating conditions, the ¾ side views were all left facing in two
sequences per condition, and right facing in the other two.

The order of presentation of the 12 stimulation sequences
was randomized for each participant.

Each stimulation sequence startedwith a fixation cross (in
blue, .31 # " 0.31 #) centred on a uniform grey background for
2e5 sec (duration randomly determined across sequences) in
order to facilitate stable fixation of the participant. Subse-
quently, the stimulation sequence (528 successive images
including 58 faces and 470 non-face objects) was centrally
presented for 44 sec, including a 2-sec fade-in period at the
beginning of the sequence and a 2-sec fade-out period at the
end (with uninterrupted central display of the fixation cross

superimposed on the images). As in previous studies (e.g., Or
et al., 2019; Retter & Rossion, 2016a; Rossion et al., 2015), the
contrast modulation depth of the periodic stimulation grad-
ually increased from 0% to 100% during the fade-in period,
and after 40 sec, reduced in the opposite direction from 100%
to 0% during the fade-out period (keeping the sinusoidal
contrast modulation). The introduction of these fading pe-
riods was intended to minimize blinks and abrupt eye
movements due to an otherwise sudden appearance or
disappearance of the flickering stimuli. Responses during the
fading periods were not used in the data analyses (see EEG

analyses).
During EEG recording, the participant was instructed to

maintain central fixation throughout the image presentations
while continuously monitoring the flickering stimuli. Their
task was to detect brief colour changes of the fixation cross
(blue to red for 300 ms), as in typical previous studies (e.g.,
Rossion et al., 2015). Such colour changes occurred 8 times
randomly throughout each sequence, and were not correlated
with the onsets and offsets of images. This task was orthog-
onal to themanipulation of interest in the study. The accuracy
(percentage that the observer correctly pressed the key within
1500 ms after the onset of the colour change) and response

times for accurate key presses were analysed to ensure that
participants maintained a constant level of attention
throughout the experiment.

2.5. EEG acquisition

The electroencephalogram (EEG) was acquired using a 128-
channel Biosemi Active 2 system (BioSemi, Amsterdam, The

Netherlands), with electrodes including standard 10e20 sys-
tem locations as well as additional intermediate positions
(http://www.biosemi.com/headcap.htm, relabelled to more
conventional labels of the 10e5 system, see Supplementary
Fig. S1 in Rossion et al., 2015). The EEG was sampled at
512 Hz. Offset of each electrodewas reduced to a small±20mV
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range by injecting saline gel on the scalp through the electrode

with a plastic syringe. Eyemovementsweremonitored by four
additional electrodes placed at the outer canthi of the two
eyes, and above and below the right orbit. During the experi-
ment, triggers were sent via parallel port from the stimulation
computer to the EEG recording computer at the onset and
offset of each stimulation sequence, and at the minima (0%
contrast) of all 12.0-Hz stimulation cycles (Fig. 1). Recordings
were manually initiated by the experimenter when partici-
pants showed artefact-free EEG signals.

2.6. EEG analyses

2.6.1. Preprocessing
All EEG data were analysed using Letswave 5 (http://nocions.
webnode.com/letswave) running on MATLAB R2014b. The
signals were first detrended by subtracting the best-fit line
(using the least-squares method) from the data, and then
passed to a fourth-order low-pass Butterworth filter
(Butterworth, 1930) with a cutoff frequency of 120 Hz. The data
were then passed to a fast Fourier transform (FFT)multi-notch

filter (width ¼ .5 Hz) to remove electrical noise at 50 Hz (fre-
quency of the alternating current) and its second harmonic
(100 Hz). Subsequently, the filtered signals were segmented
into 48-sec segments, keeping 2 sec each before and after a
sequence (i.e., $2 sec through 46 sec). The DC component in
each data segment was separately identified and then
removed. Noisy and artefact-ridden channels (less than 5% of
128 channels) containing deflections larger than 100 mV in
multiple presentation sequences were rebuilt using linear
interpolations from immediately-adjacent noise-free chan-
nels. Finally, all channels (except the oculars) were re-

referenced to a common average.

2.6.2. Frequency-domain analysis
The preprocessed data segment of each sequence was crop-
ped again to keep only signals from exactly 2 sec after stim-
ulus onset (the end of the fade-in period) to 41.0 sec after
stimulus onset. The end time (41.0 sec) was chosen such that
it was the longest possible time point, before the start of
stimulus fade-out (at 42 sec), for capturing an integer number
of .67-Hz cycles (i.e., .67 Hz " 39.0 sec ¼ 26 cycles, which
contains N ¼ 19,971 time bins). The integer number of cycles

was used to avoid spectral leakage of the frequencies of in-
terest, i.e., .67 Hz (face view-selective frequency, fV) and its
harmonics (Note that all harmonics of 1.33 Hz (face-selective
frequency, fF) and 12.0 Hz (base frequency, fB) are subsets of
harmonics of .67 Hz). The sequences were then averaged
separately for each condition and for each observer. An FFT
was applied to the sequence-averaged data segments, and a
positive x-axis-valued amplitude spectrum (normalized by N/
2, in mV) was extracted in the frequency domain (ranging from
0 to 256 Hz) for each channel. Each spectrum had a high fre-
quency resolution (i.e., distance between two adjacent fre-

quency components) of .0256 Hz, which is the inverse of the
segment duration (39.0 sec). This ensured unambiguous
identification of the frequencies of interest (.67 Hz and
harmonics).

To consider the variations of noise across the amplitude

spectrum, a baseline subtraction was applied to each fre-
quency component by subtracting the average amplitude of 20
surrounding frequency components (10 on each side,
excluding the immediately adjacent bins and the local mini-
mum andmaximumbins; see e.g., Dzhelyova& Rossion, 2014;
Mouraux et al., 2011) from the amplitude of the frequency
component of interest. In addition, the SNR was also calcu-
lated by considering the same 20 surrounding frequency
components (e.g., Or et al., 2019; Rossion, Alonso Pireto,
Boremanse, Kuefner, & Van Belle, 2012). For group analysis,
individual baseline-subtracted amplitude (and SNR) spectra

were averaged across observers for each condition, resulting
in the grand-averaged spectra.

2.6.2.1. SELECTING THE RANGE OF SIGNIFICANT HARMONIC RESPONSES (Z-
SCORE ANALYSES). To analyse the responses at the base fre-
quency, face-selective frequency, and face view-selective
frequency (and their harmonics), we first determined a
continuous range of significant harmonic responses for
each frequency to include in the analysis. Individual
amplitude spectra were first averaged across observers, and
then across the 128 EEG channels for each condition. A z-

score was calculated for each frequency component of this
averaged spectrum by using the mean amplitude and SD of
20 surrounding frequency components (10 on each side,
excluding the immediately adjacent bins; see Rossion et al.,
2012) from the amplitude of the frequency component of
interest. The harmonics to be included in the analysis would
range from the fundamental frequency through a cut-off
frequency determined by the last significant harmonic that
yielded a z-score larger than 2.33 among the three condi-
tions (i.e., beyond the 99.0 percentile of the signal-to-noise
distribution; Retter & Rossion, 2016a). The significant har-

monic responses (see Results) were summed, separately for
each frequency type, in order to compare their overall am-
plitudes (and scalp topographies) across conditions (Retter &
Rossion, 2016a).

2.6.2.2. STATISTICAL COMPARISONS ACROSS CONDITIONS. In order to
analyse the whole-brain responses, individual harmonic-
summed, baseline-subtracted amplitudes were further aver-
aged over all 128 EEG channels, and the resulting data (16
observers " 3 conditions) were subjected to a one-way
repeated-measures ANOVA. We also defined regions-of-
interest (ROIs) over clusters of channels that scored the

largest amplitudes, and which were concordant with previous
studies (Jacques et al., 2016; Or et al., 2019; Quek & Rossion,
2017; Retter & Rossion, 2016a; Rossion et al., 2015). The
baseline-subtracted amplitudes were then averaged over the
channelswithin each ROI and subjected to repeated-measures
ANOVA for comparisons across conditions and ROIs.

2.6.3. Time-domain analysis
The periodic responseswere additionally examined in the time
domain (e.g., Jacques et al., 2016; Or et al., 2019; Retter &

Rossion, 2016a; Rossion et al., 2015). The preprocessed data

segments were each passed to a fourth-order bandpass
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Butterworth filter with a bandwidth of .1e30 Hz. The filtered

data segment was further cropped to keep only signals from
stimulus onset (0 sec) to 41.9 sec after. The end time (41.9 sec)
was chosen such that it was the nearest time point to the start
of stimulus fade-out (at 42 sec) for capturing an integer number
of 12.0-Hz cycles (i.e., 12.0 Hz " 41.9 sec ¼ 503 cycles, which
contains N ¼ 21,465 time bins). An FFT multi-notch filter
(width ¼ .5 Hz) was subsequently applied to the cropped sig-
nals to selectively remove 12.0 Hz and its first three harmonics,
corresponding to the contribution of the base stimulation to
the time-domain waveforms. The filtered signals were then
cropped into smaller epochs of 1417 ms (17 " 83.3-ms base

stimulation cycles), each including responses to a sequence of
eight object stimuli, one face stimulus, and another eight ob-
ject stimuli (OOOOOOOOFOOOOOOOO). Thus, each epoch
contains responses for exactly one face stimulus. The cropping
began at 2.25 sec after stimulus onset, which was the earliest
time point possible after the 2-sec fade-in period. It should be
noted that the first eight object stimuli of each epoch corre-
spond to the last eight object stimuli of its immediately pre-
ceding epoch. After averaging all epochs per observer for each
condition, the data were baseline-corrected by subtracting the
mean response amplitude across 167 ms (corresponding to

presentations of two object stimuli) preceding presentation of
the face stimulus in the epoch sequence. For each condition,
the baseline-corrected responses for all 16 participants were
subjected to a two-tailed t-test at each time point.We defined a
face-selective component by a time window that scored sig-
nificant (p < .01) non-zero responses for 12 ormore consecutive
time points (i.e., %21.5 ms; see, e.g., Jacques et al., 2016;
Laganaro, 2014). Similar statistical procedures were performed
on the within-subjects differences of individual baseline-
corrected responses between any two conditions in order to
compare the waveforms across conditions. The baseline-

corrected responses were subsequently averaged across ob-
servers per condition, so as the three sets of within-subjects
differences.

Importantly, for the Alternating condition, the even-
number epochs (before averaging) contain responses only
to faces at the full-front views, and the odd-number epochs
represent ¾ side view responses. Thus, the epoch-averaging
procedures described in the last paragraph were also
applied separately to the odd- and even-number epochs in
order to compare the time-domain responses towards the
full-front and ¾ side views for the Alternating condition. This
odd/even separation was also applied to the other two

conditions (Front and ¾ conditions) such that the time-
domain responses were compared across the three condi-
tions based on the same numbers of epochs. The face-
selective components for the odd and even epochs were
separately defined using the aforementioned statistical
procedures.

3. Results

3.1. Behavioural data

Observers’ percentages for accurate key presses over 32 colour
changes (8 changes" 4 sequences per condition) were close to

ceiling in all conditions (Front: 95.7% ± 7.2%; ¾: 96.6% ± 4.3%;

Alternating: 96.0% ± 6.1%; mean ± 1 SD). These percentages
were not significantly different across conditions, F(1,
15) ¼ .30, p ¼ .59. The corresponding response times were
rapid in all conditions (all shorter than 500 ms: Front:
464.2 ± 64.7 ms; ¾: 458.0 ± 47.0 ms; Alternating: 451.4 ± 39.8 ms;
mean ± 1 SD). No significant differences were found across
conditions for response times, F(1, 15) ¼ .64, p ¼ .44. These
results supported that observers maintained a constant level
of attention across sequences and conditions.

3.2. EEG data

3.2.1. Frequency-domain analysis
Here, we report responses represented by three frequency
rates, i.e., face-selective responses (1.33 Hz and harmonics),
face view-selective responses (.67 Hz and odd harmonics), and
base-rate responses common to all stimuli (12.0 Hz and
harmonics Q4).

3.2.1.1. FACE-SELECTIVE RESPONSES (1.33 HZ)
3.2.1.1.1. AVERAGED ACROSS ALL CHANNELS. For each condition,

we first averaged the SNRs across all 128 channels and 16
observers, resulting in the mean frequency spectra shown in
Fig. 2a. Robust responses were observed at the face-selective
frequency (1.33 Hz) and its harmonics for all three condi-
tions (blue lines), representing the brain's discrimination of
faces from other objects (i.e., face-selective responses as in
Rossion et al., 2015; Retter & Rossion, 2016a; etc.). As the
highest significant harmonic (i.e., z-score > 2.33; see Methods)

across the three conditions was 20.0 Hz (14th harmonic), the
baseline-subtracted amplitudes were then summed, sepa-
rately for each observer and condition, across these significant
harmonics (i.e., over the range of 1.33 Hz, 2.67 Hz, 4.00 Hz, and
so on until 20.0 Hz, excluding 12.0 Hzwhich coincideswith the
base frequency; for individual participant spectra, see
Supplementary Figure S1) for subsequent analyses. A one-way
repeated measures ANOVA on these sums of harmonic am-
plitudes, averaged over all 128 channels, showed no signifi-
cant differences across conditions, F(1, 15)¼ .46, p ¼ .51. Thus,
at an overall level, variation in head orientation did not

modulate the face-selective response (Fig. 3a: Chanavg).
3.2.1.1.2. OCCIPITO-TEMPORAL REGIONS. Next, we examined the

spatial distributions of such face-selective responses across
the scalp, and whether these distributions varied across the
three conditions. Fig. 2b shows back-of-the-head scalp to-
pographies illustrating the harmonic-sums of baseline-
subtracted amplitudes averaged over observers. The face-
selective responses (middle column) were the largest in the
occipito-temporal regions. In particular, spatially adjacent
channels PO10, P10, and PO8 in the right hemisphere scored
the three largest responses (in descending order) consistently

across the three conditions, in line with previous studies
(Jacques et al., 2016; Or et al., 2019; Quek & Rossion, 2017;
Retter & Rossion, 2016a; Rossion et al., 2015); thus they were
defined as the right occipito-temporal (rOT) ROI (Fig. 3c). For
each condition, individual harmonic-summed baseline-sub-
tracted amplitudeswere averaged across these three channels
for response quantification and statistical analysis. To assess
lateralization, individual amplitudes were also averaged
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across contralateral channels over the left occipito-temporal
ROI (lOT, encompassing PO9, P9, and PO7; Fig. 3c).

The two-way repeated measures ANOVA (independent
variables: ROI, condition) on these individual baseline-
subtracted amplitudes (Fig. 3a: lOT & rOT) showed no signifi-
cant differences across the three conditions, F(1, 15) ¼ .57,
p ¼ .46, between the ROIs, F(1, 15) ¼ 2.25, p ¼ .15, and their
interaction, F(1, 15) ¼ .001, p ¼ .98.

3.2.1.1.3. SINGLE-CHANNEL ANALYSIS. In order to further
examine potential effects of head orientation on the

responses, we conducted a single-channel analysis using a
percentile bootstrap approach (sampling subjects with

replacement; see Jacques et al., 2016) to statistically compare
the two most contrasted conditions (i.e., Front condition: all
full-front faces vs. ¾ condition: all ¾ faces; see Supplemen-
tary materials for the less relevant comparisons with the
Alternating condition) channel-by-channel (10,000 bootstrap
samples per condition; significance level ¼ .01). A few left
prefrontal and lateral temporal channels showed signifi-
cantly larger responses to full-front faces than to ¾ side faces

Fig. 2 e Frequency-domain responses (grand-averaged). (a) For each of the three conditions, the frequency spectrum plots
the signal-to-noise ratio (SNR) averaged over all observers and all 128 channels as a function of frequency. The black lines
denote the base-rate responses (12 Hz and harmonics). Smaller face-selective responses (1.33 Hz and harmonics, in blue)
and face view-selective responses (.67 Hz and odd harmonics only for the Alternating condition, in red) are also highlighted.
The presence of significant view-selective responses showed that face-selective responses differed at least partially
between full-front and ¾ faces. (b) Each scalp topography (back of the head) shows the sums of baseline-subtracted
amplitudes across significant harmonics of a stimulation frequency (base, face, or view) averaged across all observers. The
face-selective and view-selective responses peaked over occipito-temporal regions. Note the different scales across
response types.
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(Fpz: .37 mV, p ¼ .0046; Fp1: .41 mV, p ¼ .0061; AF7: .49 mV,
p ¼ .0001; F7: .43 mV, p ¼ .0019; FT7: .48 mV, p ¼ .001; C5: .32 mV,

p < .0001; T7h: .39 mV, p ¼ .0011; other channels: ps > .0135;
Front e ¾ for all differences). It should be noted, however,
that these channels were associated with the smallest face-
selective responses (.80e1.39 mV across the two conditions;
rank 80th or below among 128 channels in both conditions).
Also, none of these channels were over the occipito-temporal
ROIs. Together, these results suggest that the effect of head
orientation on the magnitude of face-selective responses is
negligible (Fig. 3a).

3.2.1.1.4. INTER-PARTICIPANT CORRELATIONS AND INTRA-PARTICIPANT

COMPARISONS BETWEEN VIEWS. We also assessed potential differ-
ences of head orientation at the individual participant level.

First, we found that individual amplitudes were highly corre-
lated across the three conditions (rOT: rs ¼ .95e.99, lOT:
rs ¼ .89e.97; ps < .0001 for all pairwise Pearson's correlation
coefficients; see Fig. 4 for individual scalp topographies). Hence,
the lack of significant difference at the group level between
face-selective responses for full-front and ¾ faces cannot be

attributed to any meaningful positive (e.g., Front > ¾) vs.
negative (Front < ¾) differences in separate subsets of in-

dividuals potentially cancelling out each other in the overall
analysis.

Then, for each condition and channel separately, the indi-
vidual baseline-subtracted amplitude spectrum was cropped
into segments each consisting of a 1.33 Hz harmonic and 20
surrounding bins (10 on each side; for indicating the amount of
variation within individual data). These 21-bin segments were
summed across 1.33 Hz harmonics (1.33 Hze20.0 Hz, except
12 Hz). Supplementary Figure S1 shows such amplitude seg-
ments averaged over the rOT region, showing the largest
overall responses in the Front and ¾ conditions. For each
participant and channel separately, the harmonic-summed

amplitude segments between Front condition and ¾ condition
were compared using paired-samples t-tests (significance
level ¼ .01, two-tailed). Among all 16 participants and 128
channels, none of the comparisons showed any significant
differences (Even for significance level ¼ .05, only three chan-
nels within one single participant showed significant

Fig. 3 e Frequency-domain responses in terms of the grand-averaged sums of baseline-subtracted amplitudes over
significant (a) face-selective harmonics (1.33 Hz, 2.67 Hz, etc., except 12 Hz), or (b) view-selective (also face-selective)
harmonics (.67 Hz, 2.00 Hz, 3.33 Hz, etc.). Each response was averaged over all 128 channels (Chanavg), left occipito-
temporal (lOT), or right occipito-temporal (rOT) channels separately. Each bar represents the mean over all 16 observers
(error bar ¼ ± 1 SEM). For (a), the dots represent responses for individual observers (see also Supplementary Figure S1). The
face-selective responses were similar across all view conditions, but significant view-selective responses were observed
only in the Alternating condition. (c) Corresponding channel locations that define the lOT (-), rOT (+), and medial occipito-
parietal (mOP, :) ROIs.
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differences, ps ¼ .04e.047; other ps ¼ .079e1.00). These results

further demonstrated an absence of head orientation's effect
on the magnitude of face-selective responses in the frequency
domain.

3.2.1.2. FACE VIEW-SELECTIVE RESPONSES (.67 HZ). The lack of sig-
nificant amplitude difference and the high correlation be-
tween frequency-tagged face-selective 1.33 Hz (and harmonic)
occipito-temporal EEG responses for full-front and ¾ side
views point to equally strong neural representations of these
two views in the human brain, and no overall amplitude
advantage for full-front faces in generic face categorization,

supported by analyses at both the group level and the indi-
vidual level. However, there might still be differences in
timing between these two views in terms of face-selective
responses. This is where the alternation between full-front
and ¾ side views within a sequence (Condition 3) is critical:
if significant responses are found at specific harmonics of
.67 Hz (F/18), they objectively isolate view-dependent face-
selective amplitude and/or timing response differences over
occipito-temporal regions.

3.2.1.2.1. AVERAGED ACROSS ALL CHANNELS. In line with this
hypothesis, we found significant responses (z-score > 2.33) for

the Alternating condition over a range of view-selective har-
monics (3.33 Hz, 4.67 Hz, and so on until 18.00 Hz, except

.67 Hz and 15.33 Hz) in the channel-averaged frequency

spectrum (red lines in Fig. 2a). The amplitudes of view-
selective responses were much smaller than face-selective
responses (blue lines) common to both face views. No signif-
icant responses were found (z-score < 2.33) at any view-
selective .67 Hz harmonics in the Front and the ¾ conditions,
confirming that the view-selective responses were unique to
alternations of the two head orientations.

To summarize the data, we summed view-dependent face-
selective responses over all view-selective harmonics up to
20.0 Hz (odd-number harmonics only: .67 Hz, 2.00 Hz, 3.33 Hz,
4.67 Hz, and so on until 19.33 Hz; even-number harmonics

were excluded as they coincide with the harmonics of com-
mon face-selective responses) such that this frequency range
was made consistent with the one defined for the common
face-selective responses (even though three harmonics:
.67 Hz, 15.33 Hz, and 19.33 Hz did not show significant view-
selective responses). A one-way repeated measures ANOVA
on these sums of amplitudes, averaged over all 128 channels,
showed a significant main effect of Condition, F(1, 15) ¼ 28.6,
p < .001. Post hoc pairwise comparisons showed that re-
sponses for the Alternating condition were significantly larger
than both Front and ¾ conditions (p < .001 in both compari-

sons), but no significant difference between Front and ¾ con-
ditions (p ¼ .07). These results again confirm that the view-

Fig. 4 e Individual frequency-domain scalp topographies for all 16 observers (S01eS16). A back-of-the-head topography
shows the sums of baseline-subtracted amplitudes across significant face-selective harmonics (1.33e20.0 Hz, except 12 Hz)
or view-selective harmonics (.67e19.33 Hz) for each observer. The colour scale (minimum amplitude always 0, maximum
amplitude above each topography) is adapted for each topography in order to highlight the response variations over the
scalp across participants.
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selective harmonics reflect periodic responses to alternating

face views (Fig. 3b).
3.2.1.2.2. OCCIPITO-TEMPORAL REGIONS. Fig. 2b (rightmost col-

umn) shows the scalp topographies of observer-averaged,
view-selective harmonic-summed, baseline-subtracted am-
plitudes for the face view-selective responses. Such responses
peaked at PO10, P10, and PO8 (in terms of baseline-subtracted
amplitudes in descending order), identical to what we
observed from the face-selective responses (but here, only in
the Alternating condition). Thus, we defined the occipito-
temporal ROIs by the same bilateral channels (lOT: PO9, P9,
PO7, rOT: PO10, P10, PO8; Fig. 3c) as in the face-selective

response analysis. Then, we compared individual view-
selective responses (view-selective harmonic-summed base-
line-subtracted amplitudes) averaged separately for the two
ROIs and the three conditions by use of a two-way repeated
measures ANOVA.

The main effect of Condition was significant, F(1, 15) ¼ 37.2,
p < .001, since responses were present only in the Alternating
condition. The main effect of ROI was not significant, F(1,
15) ¼ .36, p ¼ .56, nor was there a significant interaction effect,
F(1, 15) ¼ 2.39, p ¼ .14. Post hoc pairwise comparisons indi-
cated that the mean view-selective responses for the Alter-

nating condition were significantly larger than the other two
conditions (p< .001 for bothAlternating vs. Front andAlternating
vs. ¾ comparisons; no significant differences for Front vs. ¾,
p ¼ .70), again confirming that the face view-selective re-
sponses were unique to alternating face views within a
sequence (Fig. 3b). Despite a right hemispheric advantage of
.52 mV on the grand-averaged view-selective responses in the
Alternating condition (Fig. 3b), no significant differences were
found between the lOT and rOT data, t(15) ¼ 1.24, p ¼ .24 (two-
tailed t-test) (see Fig. 4 for individual scalp topographies).
These results, and in fact even just the presence of significant

face view-selective responses, indicate that face-selective re-
sponses differ at least partially between full-front and¾ faces.

Since the approach used here allows straightforward
quantifications of the EEG responses of interest, we computed
the proportion of the view-selective response to the face-
selective response for each ROI: 22.5% ± 2.9% for all 128-
channel averages, 20.4% ± 3.0% over lOT, 20.5% ± 1.6% over
rOT (mean ± SE). Thus, the amplitude of the view-selective
responses was only about 20e23% of that of the face-
selective responses.

3.2.1.3. BASE-RATE RESPONSES (12.0 HZ). Responses to base-rate

stimulations merely represent the brain's sensitivity to im-
ages, regardless of whether they are faces or non-face objects.
Analysis on the channel-averaged spectra (Fig. 2) revealed that
the first four harmonics (12.0 Hz, 24.0 Hz, 36.0 Hz, and 48.0 Hz;
black lines) were significant (i.e., z-score > 2.33) in all condi-
tions. Thus, we summed the baseline-subtracted amplitudes
across these four harmonics separately for each observer and
condition. A one-way repeated measures ANOVA on these
individual sums of amplitudes, averaged over all channels,
showed no significant differences across conditions, F(1,
15) ¼ .21, p ¼ .65. Fig. 2 shows the scalp topographies of the

harmonic-sum averaged across observers for each condition.
Channels POO5, POO6, and POOz over the medial occipito-

parietal region (mOP; Fig. 3c) scored the largest responses (in

terms of harmonic-summed baseline-subtracted amplitudes)
consistently for each condition. A one-way repeatedmeasures
ANOVA on individual sums of baseline-subtracted ampli-
tudes, averaged over the mOP channels, again revealed no
significant differences across the three conditions, F(1,
15) ¼ .84, p ¼ .37. These results indicate that the base-rate
responses did not differ across view conditions.

3.2.2. Time-domain analysis
The significant view-dependent face-selective response at
.67 Hz and its specific harmonics in the Alternating condition

demonstrate clearly that face-selective populations of neu-
rons respond (at least partially) differently to full-front and ¾

side views. Since there were no spatial and amplitude differ-
ences between full-front and ¾ side views at 1.33 Hz and its
harmonics, it is likely that the response at .67 Hz and har-
monics is driven by differences in timing sensitive to the two
views. In order to directly test this assumption, we conducted
a time-domain analysis, in which the (spatio-)temporal pat-
terns of activity to full-front and ¾ side views would be
revealed.

Fig. 5 shows the time-domain responses, in terms of

baseline-corrected amplitudes averaged across all epochs and
observers (see Methods), separately for all 128 channels and
the three conditions. The left column plots the original,
unfiltered waveforms, where the consistent periodic fluctua-
tions corresponded to responses to periodic base-rate stimu-
lations at 12 Hz. The right column plots the differential
waveforms after selectively filtering out such base-rate re-
sponses (see Methods; further details in Retter & Rossion,
2016a). These differential waveforms, time-locked to the pe-
riodic face stimuli (face stimulus onset at 0 sec in Fig. 5),
indicated face-selective responses for all view conditions (as

in Rossion et al., 2015; Jacques et al., 2016; Retter & Rossion,
2016a). Qualitatively, at least three distinctive components
underlying the face-selective responses are observed over
time: P1-face, N1-face, and P2/P3-face (Fig. 5). These compo-
nents’ timings are broadly consistent with previous results
(e.g., Or et al., 2019; Retter & Rossion, 2016a; Rossion et al.,
2015).

Fig. 6 plots the scalp topographies for the filtered wave-
forms evolving over time (in steps of 9.77 ms; see also the
video in Supplementary Materials). Significant temporal de-
lays were observed for components in the ¾ condition as
compared to those in the Front condition (see scalp topogra-

phies for Front e ¾ conditions: These scalp topographies plot
only significant differences, p < .01, estimated using the
single-channel percentile bootstrap approach, Jacques et al.,
2016), with timings of the Alternating condition in between.
In addition to temporal differences, the early P1-face compo-
nent (Fig. 6a) had a significant (p < .01) scalp topography dif-
ference between the peak responses in the Front and the ¾

conditions. In particular, responses peaked over the right
occipito-temporal area for the Front condition but over the
medial occipital region for the ¾ condition, with the Alter-
nating condition in-between. As time progressed, however, the

later N1-face and P2/P3-face components, with peaks of much
higher amplitudes (Fig. 6b and c, respectively), became more

c o r t e x x x x ( x x x x ) x x x10

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99

100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130

CORTEX3220_proof ■ 8 May 2021 ■ 10/18

Please cite this article as: Or, C. C.-F et al., Does automatic human face categorization depend on head orientation?, Cortex, https://
doi.org/10.1016/j.cortex.2021.03.030



consistent in scalp topography across conditions; both
showed the largest responses over the occipito-temporal

regions.
Supplementary video related to this article can be found at

https://doi.org/10.1016/j.cortex.2021.03.030

In order to quantify the different temporal latencies of the
P1-face components across conditions, we defined a right-and-
medial occipito-temporal ROI (rmOT; Fig. 7) encompassing 17
channels that consistently ranked among the top responses in
the three conditions (within 100e170 ms) but in a different
order (e.g., PO10, P10, PO12, PO8 as top four channels for the
Front condition, but Oiz, Oz, Iz, and POOz accordingly for the ¾

condition). Fig. 7a (left plot) shows the (base-rate filtered)
waveforms averaged over rmOT channels for the three condi-
tions. The three face-selective components (coloured horizon-
tal lines near the bottom of the plot) were defined by significant

non-zero responses (p < .01) over 12 consecutive time points
(i.e., 21.5 ms) on the average waveforms. The significant

response times for the P1-face were 109e148 ms (Front),
113e154 ms (Alternating), and 122e163 ms (¾) after stimulus
onset. Thus, there was a 13-ms delay (p < .05) for all ¾ side face
presentations compared to all full-front views. The N1-face
components were significant from 167 to 228 ms (Front),
173e236 ms (Alternating), and 179e240 ms (¾) accordingly,
showing a 12-ms delay for ¾ views (p < .01). For P2/P3-face,
significant responses in the Front condition were present in
three intervals: 247e351 ms, 374e484 ms, and 511e536 ms. For
theAlternating and the¾ conditions, the significant time ranges
were continuous: 251e552 ms and 255e552 ms, respectively.

The temporal delay of the onset of P2/P3-face between the ¾

side and full-front views was 8 ms (p < .01). Minor, but signifi-
cant, responses were recorded from 618 to 644ms only in the¾

condition. To evaluate the statistical significance of the

Fig. 5 e Time-domain waveforms (baseline-corrected amplitudes) for all 128 channels for the three conditions. The left
column shows unfiltered data, i.e., including periodic responses at the base frequency (12 Hz). The right column plots
corresponding data notch-filtered to remove 12 Hz and harmonics (see Methods), showing the differential, face-selective
responses. Time 0 ms indicates the onset of sinusoidal face stimulation. The 2D head map (viewed from top of the head)
represents the colour codes of the channels.
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temporal delays, we subtracted individual rmOT-averaged
response waveforms between Front and ¾ conditions (signifi-
cant differences over 21.5ms in the bottommost lines in Fig. 7a;
black: ps < .01, grey: .01 & ps < .05, two-tailed paired-samples t
tests). The time windows of the significant differences (p < .05)
were 95e120 ms, 152e191 ms, 210e261 ms, 290e365 ms,
433e493 ms, and 616e650 ms, which were consistent with the
temporal delays of the face-selective components. Waveforms
for most individual observers (Supplementary Figure S2) also

showed the three components with the temporal shift across

views. Aside from temporal delays, there were no significant
differences of peak amplitudes between Front and ¾ conditions
in any of the three components over the rmOT (ps ¼ .10e.89;
two-tailed paired-samples t tests).

We specifically analysed the time-domain responses for
channel PO10 (Fig. 7, right column) over the right occipito-
temporal area, as this channel scored the largest responses
in both N1-face and P2/P3-face, as well as in the frequency
domain (both face-selective and view-selective responses).

Similar to analysis over rmOT (which PO10 is part of), three

Fig. 6 e Time-domain scalp topographies (back of the head) for the filtered waveforms (Fig. 5, right column) around the three
components, (a) early positive P1-face, (b) negative N1-face, and (c) late positive P2/P3-face, for the three conditions (Front,
Alternating, 3/4) over time in steps of 9.77 ms. The differences between Front and ¾ conditions (Front e 3/4) are drawn in the
bottom rows (only significant differences, p < .01, are shown; i.e., white areas represent no significant differences). Note that
the scales are different for (a) compared to (b) and (c), as P1-face has smaller amplitudes. See also the video in
Supplementary Materials.
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significant (ps < .01 over 21.5 ms) components underlying the
face-selective responses were defined, and verified among
most individual waveforms (Supplementary Figure S3). The
P1-face components were present from 107 to 150 ms (Front),
116e152 ms (Alternating), and 134e156 ms (¾) after stimulus

onset. The temporal delay for ¾ views was 27 ms (p < .01),
longer than 13ms over rmOT. The longer delay over PO10 was
partly due to a spatiotemporal shift of the P1-face peak from
the right occipito-temporal region for the Front condition to
themedial occipital area in the¾ condition. Indeed, over PO10,
the P1-face peak amplitude was significantly higher for the
Front condition than for the ¾ condition (Mean
difference ¼ 1.06 mV, t(15) ¼ 3.83, p ¼ .0016, two-tailed paired-
samples t test). The N1-face components were present from
171 to 226 ms (Front), 177e234 ms (Alternating), and
183e238 ms (¾) accordingly, showing a 12-ms delay (p < .01)

for ¾ side views that was identical to the delay over rmOT. For
P2/P3-face, significant responses in the Front condition
occurred over three intervals: 241e349 ms, 374e486 ms, and
501e536 ms. For the Alternating and the ¾ conditions, the

significant time ranges were continuous: 247e550 ms and
251e490 ms, respectively. The temporal delay of the onset of
P2/P3-facewas 10ms (p< .01). For these two later components,
no significant differences of peak amplitudes were found be-
tween Front and ¾ conditions (ps > .19).

In summary, it appears that the time-domain waveform
averaged across all epochs for the Alternating condition (Fig. 7a)
lies between those for Front and ¾ conditions, in terms of the
spatiotemporal dynamics of the components. We wondered
whether this is a result of averaging epochs representing full-
front and ¾ side face presentations. Thus, for the Alternating
condition, we averaged epochs for the two face views sepa-
rately (Fig. 7b: magenta vs. brown lines), permitting a within-
condition comparison that was not possible in the frequency
domain (since full-front and¾ side viewswere presented at the
same, .67-Hz frequency). After splitting the data in the Alter-

nating condition (see Methods), significant pairwise differences
(ps < .05 over 21.5 ms; see bottommost lines in Fig. 7b) between
the full-front-only and the ¾-only waveforms over both rmOT
and PO10 demonstrated once again the significant temporal

Fig. 7 e Time-domain responses (averaged over observers) over the rmOT (left column) and channel PO10 (right column) for
(a) the three conditions, and (b) after splitting responses in the Alternating condition into those only for full-front views
(magenta) and only for ¾ side views (brown). Horizontal lines below the waveforms (with matching colours) represent
significant responses for 12 consecutive time points (i.e., ps < .01 over a range of 21.5 ms, two-tailed one-sample t-test
against zero). The bottommost horizontal lines represent significant (ps < .01 (black), .01 ≤ ps < .05 (grey) over a range of
21.5 ms) pairwise differences (a) between Front and ¾ conditions (blue vs. green), or (b) between full-front-only and ¾-only
waveforms in the Alternating condition (magenta vs. brown).
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shift across face views using only the Alternating condition

(except that, with half of the trials compared, the differences in
P1-face onset over rmOT did not reach significance,
ps ¼ .07e.23). Pairwise comparisons of the areas under the two
waveforms over rmOT did not show any significant difference,
t(15) ¼ .24, p ¼ .81 (two-tailed), supporting that the differences
between the two waveforms were only in the form of a tem-
poral shift (similarly over PO10: t(15) ¼ .81, p ¼ .43). In addition,
the full-front-only waveform in the Alternating condition
(magenta) coincides (ps > .05 over 21.5 ms) with the waveform
in the Front condition (blue), and the ¾-only waveform in the
Alternating condition (brown) overlaps (ps > .05 over 21.5 ms)

with the waveform in the ¾ condition (green) over both rmOT
and PO10, demonstrating the consistency of responses to the
two views regardless of condition. We also verified that split-
ting the epochs in the same manners (odd/even) for the Front
and ¾ conditions (see Methods) led to the same temporal-shift
conclusion. Taken together, the temporal-domain results sug-
gested that full-front views led to earlier face-selective re-
sponses than ¾ side views.

4. Discussion

The current study investigatedwhether head orientation (full-
front vs. ¾ side face views) modulated human generic face
categorization in rapidly presented natural images. We pur-
sued this goal by examining the responses to fast periodic

visual stimulations (FPVS) of either or both of the two head
orientations against presentations of non-face object images,
while recording EEG responses from the human brain.

The aggregate face-selective response amplitudes in the
frequency domain (1.33 Hz and harmonics), which peaked
over the bilateral occipito-temporal regions, did not differ
between the two face views. Although a null effect should
always be interpreted with caution, the FPVS paradigm used
here is very sensitive and there was no hint of a difference
between Front and ¾ conditions (with consistent head orien-
tations throughout the stimulation sequences), with nearly

overlapping distributions of EEG response amplitudes across
the 16 individuals tested (Figs. 2a and 4). Individual EEG
spectra, computed over a large number of trials per partici-
pant (from 232 face presentations per condition), also high-
light a lack of overall quantitative difference in response
amplitude between the two conditions (Supplementary
Figure S1). This result indicates that face-selective neural
representationdforming the basis for generic face catego-
rizationdis as robust for ¾ side faces as for full-front faces in
the human brain. This observation is interesting because ¾

side views disrupt symmetry and partly mask internal fea-

tures (e.g., part of an eye, part of the mouth) that are thought
to play a key role in human generic face categorization (e.g.,
Omer, Sapir, Hatuka, & Yovel, 2019; Paras & Webster, 2013).
However, ¾ side views also introduce depth information not
available in full-front faces, such as the angles of the forehead
and the nose, while information about both sides of the face is
still partly available (Baddeley & Woodhead, 1983; Van der
Linde & Watson, 2010). The effect of these different cues
may thus counteract each other, so that the overall face-
selective neural response, supporting generic face

categorization, does not differ significantly between full-front

and ¾ side faces.
Despite this lack of significant difference when comparing

the face-selective response amplitudes in the first two con-
ditions of the present experiment (and a near perfect corre-
lation of amplitude values across individuals), significant
responses at .67 Hz and harmonics associated specifically to
alternating presentations of full-front and ¾ side views were
found in the third, Alternating, condition. This result indicates
that the face-selective system is tuned to head orientation,
i.e., providing objective and quantitative evidence that head
orientation influences automatic human face categorization.

Again, in this condition, responses at .67 Hz and specific
harmonics can be potentially accounted for by differences in
amplitude and/or timing between the alternating face views
(Norcia et al., 2015; Retter & Rossion, 2016b); since no ampli-
tude differences were found previously, we reasoned that this
effect was likely produced by timing differences in the re-
sponses to the two views.

We therefore examined the differential waveforms selec-
tive to face stimulations in the time domain, which enabled
separate, directly comparable spatiotemporal analyses on
responses selective to each view angle. The results revealed a

systematic temporal advantage for full-front faces, for which
the average face-selective components occurred 8e13 ms
earlier than those for ¾ side views. In addition, we found an
early spatial dissociation between responses to the two face
views, where peak responses to full-front views were more
right lateralized, while those to ¾ side views were more
medial, over occipital regions. The absence of peak amplitude
differences over the rmOT between views at any deflection
was in agreement with the absence of amplitude differences
between 1.33 Hz responses in Front and ¾ conditions. Hence,
encoding of face views occurs as early as the earliest steps of

generic face categorization via spatiotemporal dissociation of
the head orientation signals.

The earlier onset of response to full-front faces highlights
one of the advantages of using (a spatiotemporal analysis of)
FPVS-EEG data for understanding how head orientation in-
fluences face categorization. While Bindemann and col-
leagues (Bindemann & Lewis, 2013; Burton & Bindemann,
2009) found no response-time difference in head orientation
(full-front vs. ¾ side views) during face categorization, this
could be due to specific issues with experimental design. For
example, face stimuli in those studies were always placed
within a picture frame, being quite different from normal

appearances of faces in a natural visual environment. More
generally, response-time measures encompass the contribu-
tions of many generic attentional, decisional and motor-
related processes. When the difference in processing time is
significant but small, an explicit behavioural task associated
with a large variability across individuals may not be sensitive
enough to capture it. In contrast, the FPVS approach isolates
automatic face-selective neural responses to the rapid pre-
sentation of successive images, with the additional advantage
of allowing for a detailed analysis of the dynamic cortical
variations of the response.

In regards to view-selective scalp topography, in the
frequency-domain analysis, face view-selective response
amplitudes peaked over the same occipito-temporal cortical
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regions as face-selective response amplitudes (i.e., common

response amplitudes to both face views). Also, face-selective
response amplitudes to full-front and ¾ side views showed
overall the same scalp topographies, apparently offering no
evidence for a spatial dissociation at the level of the scalp for
face categorization responses to different head orientations.
In the time-domain analysis, however, early spatial dissocia-
tion between face views became evident, despite that such
scalp topography differences were relinquished later. The
discrepancy between frequency-domain and time-domain
results can be understood in that the frequency-domain
face-selective response was a generalized response across

the response waveform in the time domain, while the rela-
tively smaller amplitude of the early, spatially dissociated P1-
face component was overshadowed by later, larger compo-
nents that did not exhibit a spatial dissociation.

The current results showed that sensitivity to head orien-
tation, at least for a comparison between full-front and ¾ side
views, was mainly exhibited in the form of a temporal dif-
ference in responses to different view angles over high-level,
face-selective occipito-temporal regions. Several fMRI
studies have examined view selectivity in face-selective re-
gions, either through repetition suppression/adaptation par-

adigms (Fang, Murray, & He, 2007; Grill-Spector et al., 1999; Xu
& Biederman, 2010) or multivariate pattern analysis (Axelrod
& Yovel, 2012; Ramı́rez, Cichy, Allefeld, & Haynes, 2014). In
this context, Axelrod and Yovel (2012) suggested that high-
level face-selective regions including the right occipital face
area (OFA), fusiform face areas (FFA) and the right superior
temporal sulcus (STS) were able to decode a wide range of face
views and favoured full-front over side views, suggesting
mirror-symmetric face coding as the full-front view nearly
achievesmirror symmetry. Interestingly, face views were also
decoded in low-level, non-face-selective early visual cortex

(though not favouring the mirror-symmetric full-front view),
perhaps a result of enhanced low-level differences between
head orientations due to the use of highly homogenous sets of
segmented stimuli (but see Ramı́rez, et al., 2014 over effective
control of low-level retinotopic effects). It is important to note
that these studies involved classification of head orientations
alone (i.e., without direct comparisons against non-face ob-
jects), thus their results cannot be directly implicated on the
current findings resulting from high-level categorization of
faces from other objects in natural scenes (i.e., face-selective
responses).

This issue of distinct representations to full-front or ¾ side

faces has also been addressed with neurophysiological re-
cordings performed in the infero-temporal (IT) cortex of ma-
caquemonkey, where neurons responding selectively to faces
have been reported in many studies (since Gross, Rocha-
Miranda, & Bender, 1972; e.g., Perrett, Rolls, & Caan, 1982;
Desimone, Albright, Gross, & Bruce, 1984; Young & Yamane,
1992; Tsao, Freiwald, Tootell, & Livingstone, 2006; Freiwald &

Tsao, 2010). Early studies reported that most face-selective
neurons in the monkey IT were highly sensitive to head
orientation, i.e., with different populations of neurons coding
for full-front or ¾ side views of faces (Desimone et al., 1984;

Perrett et al., 1984, 1985, 1991, 1998). These monkey studies
suggested that faces were first encoded selectively (i.e., cate-
gorized) as view-dependent representations, which could

then pool their outputs to smaller populations of neurons

higher in the hierarchy to generate view-invariant represen-
tations (Perrett & Oram, 1998; see also Booth & Rolls, 1998).
More recent studies measuring face-selective responses in
fMRI-defined regions of the monkey IT (since Tsao et al., 2006)
have been taken as supporting this view, even suggesting a
progressive evolution from view-specific face-selective neu-
rons in posterior regions tomirror-symmetric representations
in intermediate regions and almost full view invariance in the
most anterior IT region (Freiwald& Tsao, 2010). Thesemonkey
data form the basis of neurofunctional face recognition
models (e.g., Duchaine & Yovel, 2015; Haxby, Hoffman, &

Gobbini, 2000; Tov!ee & Cohen-Tov!ee, 1993), suggesting a
view-sensitive module feeding to a view-independent module
in face processing.

However, to our knowledge, none of these studies in the
monkey brain have shown that face-selective single neuron
responses to ¾ side faces were delayed relative to full-front
faces. Rather, it has been suggested that delays observed at
the population level could be due to more cells tuned to the
view(s) most frequently experienced, so that activity amongst
the population of cells selective for the object's appearance
would accumulate more slowly when the object is seen in an

unusual view, orientation, or size (Perrett, Oram, & Ashbridge,
1998). However, in this case, one has to make an assumption
that ¾ side faces are less frequently experienced, which is
unknown and unlikely for humans, as it is well documented
that ¾ side faces are recognized for their identity by humans
better than, or at least as accurately as, full-front faces (Bruce
et al., 1987; Hill et al., 1997; Troje & Bülthoff, 1996, etc.). Even if
such an assumption would hold (implyingmore cells tuned to
full-front than ¾ side faces) in the human brain, both a delay
and a weaker response to ¾ side faces would be predicted at
the population level, which was not the case in our EEG find-

ings (only a delay was found, but comparable response am-
plitudes to the two views).

The discrepancy between our human study and previous
studies in the monkey brain might be accounted for by dif-
ferences across the two species. Besides differences between
the type of brain signals recorded (postsynaptic population
activity for EEG vs. action potentials of single units in the
majority of monkey studies), we note that there are consid-
erable differences between humans' and monkeys' face pro-
cessing abilities and cortical face networks, such that the
monkey brain can hardly be considered as an adequate model
of the human brain for this function. In particular, compared

to humans, macaque monkeys are poor at face identity
recognition (Griffin, 2020; Parr, Heintz, & Pradhan, 2008;
Rossion & Taubert, 2019) and lack a ventral cortical face-
selective network (Rossion & Taubert, 2019). This and other
sources of evidence (e.g., Heywood & Cowey, 1992) suggest
that monkeys’ cortical face network in the STS may be
particularly sensitive to the coding of head (and gaze) orien-
tation, rather than for identifying faces. Future studies with
higher spatial resolution methods such as intracerebral re-
cordings in face-selective regions with a similar paradigm as
used here (e.g., Jonas et al., 2016) may be able to provide better
information regarding the putative spatial dissociation of
face-selective neural responses to different head orientations
in the human brain.
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The processing time advantage for full-front as compared

to ¾ side views may potentially be attributed to the symmetry
and the visibility of internal features (e.g., eyes, mouth) in full-
front faces, which play a key role in human generic face
categorization (e.g., Omer et al., 2019; Paras & Webster, 2013).
However, a potential confounding factor in our design is that
head orientation is associated with different perceived gaze
directions. While the full-front faces we used generally had a
direct gaze (i.e., the face appeared looking at the observer), the
¾ faces were randomized between direct gaze and averted
gaze (i.e., looking away from the observer). Although this
scenario may be putatively similar to our natural experience,

potential effects of gaze on speed of categorization cannot be
ignored, as we are faster to detect a person looking at us than
one ignoring us (gaze cueing effect, see for review, Frischen,
Bayliss, & Tipper, 2007).

In particular, recent work in our laboratories (Retter et al.,
2020, data not shown; Or, Goh, & Lee, under review) sug-
gested that, in behavioural rapid face categorization experi-
ments, manual response to direct gaze was faster than to
averted gaze. However, Or, Goh, & Lee (under review) found
that responses to ¾ faces with either gaze were both slower
than full-front faces with direct gaze, consistent with our

current EEG responses in the time domain. Although it would
be difficult for the current design to disentangle head orien-
tation and perceived gaze direction, we set out to reanalyse
the time-domain data by separating the ¾ face epochs
showing direct gaze (14 out of 30 such faces) from those
showing averted gaze (16 out of 30 faces) in the ¾ condition
(this was not performed on full-front faces as they all had
direct gaze). The results suggested that perceived gaze direc-
tion did not result in a time shift in the waveforms; averted
gaze resulted in significantly higher amplitude of response
than direct gaze in the P2/P3-face component (211e250 ms)

over one mediofrontal channel of AFF4h only (Supplementary
Figure S4). There was a reversed tendency over the right
occipito-temporal region (e.g., PO10), where direct gaze led to
higher response amplitudes than averted gaze, but the dif-
ferenceswere not significant. This ad hoc analysis suggested a
potential influence of gaze on EEG responses. However, it
should be noted that gaze was not deliberately studied here,
where direct gaze and averted gaze were presented randomly
(rather than periodically) over time. Thus, further studies in a
more controlled setting (e.g., separate periodic sequences of ¾
faces with direct gaze or averted gaze, as well as full-front
faceswith either gaze) would be required to address this issue.

In summary, we found no evidence for differences in
overall face categorization response amplitudes between
full-front and ¾ side views of faces, suggesting that face-
selective neural representation is as robust for these two
views despite their differences in terms of diagnostic cues
provided. This does not imply that all head orientations
would generate the same magnitude of face-selective
response, which could even be substantially reduced for
full-profile faces and back head views. Despite the absence
of amplitude difference, face-selective responses emerged
earlier to full-front than ¾ side views by 8e13 ms. Overall,

these findings indicate that face-selective neural represen-
tation is as robust for ¾ side faces as for full-front faces in
the human brain, although full-front views provide an early

processing-time advantage as compared to rotated face

views.
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